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The velocity of multimodal information 

shared on web has increased significantly. 

Many reranking approaches try to improve 

the performance of multimodal retrieval, 

however not in the direction of true 

relevancy of a multimodal object.

Metropolis-Hastings (MH) is a method based 

on Monte Carlo Markov Chain (MCMC) for 

sampling from a probability distribution when 

traditional sampling methods such as 

transformation or inversion fail. 

If we assume this probability distribution as 

true relevancy of documents for an 

information need, in this paper we explore 

how leveraging our model with Metropolis-

Hastings algorithm, may help towards true 

relevancy in multimodal IR (MMIR).

Abstract

1- Start from a random node e.g. x
2- Get the next candidate y from matrix W(x,y)
3- Decide to accept or reject this new candidate 

based on parameter λ =π͂(y)/π͂(x). If the density 
increases, we choose y, otherwise we accept it with 
a probability.

Mapping to IR problem
1- We assume the target probability distribution of 
true relevancy as π(x).  

2- The proportional function of π͂(x) could be 
BM25, TF.IDF or LM .
3- Our graph of multimodal objects is the adjacency 
matrix

Probability Ranking 

Principle in IR

We assume that the true relevancy of info. objects 
is the final probability distribution. But we cannot
sample from this distribution of π(x).

We can use Monte Carlo Markov Chain (MCMC) 
methods like Metropolis-Hastings to make a Markov 
chain resulting in the same distribution.

What do we need: 
1- An adjacency matrix e.g. W to get y from W(x,y)
with ergodic property : if the graph is connected 
and not bipartite. 

2- A function π͂(x), which is proportional to the 

desired probability distribution π(x) = π͂(x)/k

Methodology

• How much the final probability distribution 

is dependent to the defined RSV function?

• Is Metropolis-Hastingws algorithm on 

graph-based collections an opportunity to 

compare the effect of different ranking 

models?

• How much expensive is this approach? 

Many steps needed to burn in the matrix.

• The stochastic property in Multimodal 

multi-relation graph is a challenge. This 

property goes back to the utility of 

different modalities as neighbours to the 

user. The difficulty is whether these 

neighbours are equally useful to the user?

Discussion

Relevancy of a doc (d) to a query (q)

The probabilities of p(d) & p(q) are not known. 

Ranking models e.g. TF.IDF, BM25, LM probe the 
true ranking by modelling p(q/d).

Metropolis-Hastings 

Figure 1. Label in 24pt Calibri. Figure 2. Label in 24pt Calibri.

Table 1. Label in 24pt Calibri.

Chart 1. Label in 24pt Calibri.

Graph of Information obj.
There are many related work on MMIR, 

particularly in combination of image and text, 

and video and text. 

The generated multimodal data today are 

not isolate, specially through social network 

platforms. 

We present a graph based model for MMIR 

name Astera.

We

Having a graph-based model for MMIR, 

How we can approach 

true relevancy?
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Experiment Design
Test Collection: ImageCLEF 2011 Wikipedia
About 400,000 documents and images
Each image has metadata of its comment, caption 
and description. 

We make a graph of documents with their images.

We use Lucene TF.IDF standard result on documents 
and image metadata to find top 20 result from 
each. We start the propagation in the graph from 
top results. 
Final score of the nodes is computed based on 

where a0 is the starting scores, 
Pr is the transition matrix (Pr(x,y) = W(x,y) . λ(x,y)), 
and  at is the final score of nodes after t iterations

Preliminary Results

The results with the base graph, without 

Metropolis-Hastings

The results with the base graph, with 

Metropolis-Hastings
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