Multiple-collection Searching Using Metadata
(MuSeUM)

University of Amsterdam
Gemeentemuseum Den Haag

NWO/Catch Program 2005

1 Summary of Research Proposal

This project addresses the prototypical problem of a cultural heritage institute
with the ambition to disclose all of its content in a single, unified system. The
institute has various legacy systems, each dealing with a small part of the col-
lection, each constructed for different purposes, in different times, by different
people, working in different traditions, based on different design principles, with
different access methods, etcetera. In short, the cultural heritage institute is
confronted with its own history. The proposed project will investigate theo-
retically transparent ways of combining modern information retrieval methods
based on statistical language modeling with varying amounts of metadata and
non-content features. Our approach to metadata is, in essence, the famous
dumb-down principle: although metadata is based on a specific thesaurus or
ontology, we can alway fall back on the description of the terms in ordinary
language. In this way, we can directly employ the powerful methods of tex-
tual information retrieval. Concretely, we will address the following research
questions: 1) What is the effectiveness of information retrieval techniques on a
collection with varying degrees of metadata. 2) What is the retrieval effective-
ness for various user types and task types? 3) What is the relative impact of
techniques dealing with structure? 4) What is the relative impact of techniques
dealing with multilingual content, metadata and information needs?

2 Description of the Proposed Research

[2la) Scientific Aspects

Motivation This project addresses the prototypical problem of a cultural her-
itage institute with the ambition to disclose all of its content in a single, unified
system. The institute has various legacy systems, each dealing with a small part
of the collection, each constructed for different purposes, in different times, by



different people, working in different traditions, based on different design prin-
ciples, with different access methods, etcetera. In short, the cultural heritage
institute is confronted with its own history. This problem keeps many cultural
heritage institutes in a double bind: On the one hand, the various finding aids
have to be converted into a single, uniform set of access points, typically requir-
ing expensive manual or supervised assignment of a common set of metadata,
and having limited indexing depth. On the other hand, optimal disclosure of
each of the diverse subcollections would require specific access methods tailored
to the particular content of the subcollection at hand.

The Gemeentemuseum in The Hague is an exemplary show-case since it
covers all the major traditions in describing cultural heritage information. First
and foremost, it is a museum, with over 100,000 detailed descriptions of museum
objects. Second, it is a substantial library, with over 250,000 bibliographic
descriptions (such as books, articles, multi-media objects). Thirdly, it is a huge
archive, with some 500,000 process-related descriptions of activities involving
museum objects (such as the acquisition, presentation, storage, preservation,
loan, or use in expositions). The combined content of these three pillars of
the Gemeentemuseum is tied together by the Kroniek system [4]. The Kroniek
is based on the extensive exposition documentation that has been centrally
registered since the 1970s. In its current version, the Kroniek is a shallow layer
of common metadata using unqualified Dublin Core elements [3].

The direct motivation for the project comes from experiences with the cur-
rent Kroniek system. The Kroniek contains a wealth of information that is of
direct relevance to museum employees as well naive and expert users outside
the museum. This potential of the Kroniek system has not been realized: cur-
rently, a search can only be conducted with the assistance of experienced search
intermediaries. The system has evolved during its long history, and numerous
changes occurred in the way cultural heritage descriptions are registered. No
retrospective updates of existing descriptions have occurred due to limited avail-
ability of resources. The resulting system appears uniform and well-organized
at first glance, but has many subtle but crucial incoherencies, incongruencies,
and inconsistencies when subjected to greater scrutiny. As a consequence, the
system requires substantial search experience and familiarity with its various
peculiarities and exceptions. The differences within the system pose particular
difficulties for complex queries that combine results from different parts of the
system. There is a desperate need to provide uniform access to the information
in the Kroniek without requiring intimate knowledge of system peculiarities, and
of the used controlled vocabularies. The search and retrieval strategies should
also be robust against the noisy nature of the existing descriptions. Yet at the
same time, we should retain the specific advantages of expert searches exploit-
ing specialized controlled vocabularies. Examples of thesauri and classifications
used in the Kroniek are Art & Architecture Thesaurus (AAT), Hornbostel Sachs
classification of musical instruments, lconclass classification, RKDartists, and
the Getty Thesaurus of Geographical Names (TGN).



Scientific Problem The crucial issue is to investigate the possibility of pro-
viding common access points for the whole cultural heritage collection, without
sacrificing the in-depth disclosure badly needed by experts searching in a par-
ticular subcollection. Our approach to metadata is, in essence, the famous
dumb-down principle [27]: although metadata is based on a specific thesaurus
or ontology, we can alway fall back on the description of the terms in ordinary
language. In this way, we can directly employ the powerful methods of textual
information retrieval.

The research problem of this proposal is to investigate theoretically transpar-
ent ways of combining modern information retrieval methods based on statistical
language modeling with varying amounts of metadata and non-content features.
Concretely, we will address the following research questions:

1. What is the effectiveness of information retrieval techniques on a collec-
tion with varying degrees of metadata. That is: What if we ignore all
metadata? What if we use only the heterogeneous metadata of the origi-
nal subcollections? What if we use only the common metadata? What if
we use all available metadata?

2. What is the retrieval effectiveness for various user types and task types?
3. What is the relative impact of techniques dealing with structure?

4. What is the relative impact of techniques dealing with multilingual con-
tent, metadata and information needs?

Research Method We will frame our research issues as an information re-
trieval problem: a user wants to access cultural heritage content for some
reason—she has an information need—and the system should provide her with
the digital objects that are relevant for her information need, regardless of how
she expresses herself. Our research methodology is based on three main princi-
ples:

User-centric We want to identify real users, with varying degrees of domain
knowledge, and their natural information needs. We will investigate differ-
ent user types, ranging from naive users, who generally prefer a straight-
forward natural language interface, to expert users, who generally prefer
an advanced interface allowing the search of restricted parts of the col-
lection, or specific access-points such as creator, subject, etc. We plan
to deal with a rich set of user profiles, ranging from internal usage by
employees to external visitors, and a variety of task profiles, ranging from
casual visits to the museum’s web site to the educational dissemination
of cultural heritage content.

Evaluation We will set up a proper evaluation test-suite for a Cultural Heritage
Retrieval System. This will be based on a static Kroniek snapshot taken



at the start of the project, containing over 650,000 description records
as well as the associated digital content. We are interested in users that
want to access cultural heritage information regardless of whether it is
part of a museum, library, or archive collection. Ideally, we need three of
these different collections that deal with related content. The combined
systems of the Kroniek provide us with exactly that. We will construct an
evaluation test suite, consisting of a document collection, a set of search
topics, and user judgments on the relevance of documents for these topics.
This investment will create a reusable test suite for evaluating the retrieval
effectiveness of cultural heritage finding aids.

Collection-independent We will focus exclusively on methods that can (1) deal
with large data volumes (scalable, automatic), (2) deal with data that is
heterogeneous both in content and assigned metadata, (3) deal with mul-
tilingual content, (4) exploit metadata and collection/document structure
if available, and (5) are based on open source and open standards. That is,
the system should make very few assumptions on the presence of particular
metadata fields, or on the content of those fields, but should exploit them
if available. Collection managers should be able to freely add metadata,
or relations and links between documents. This approach will ensure that
our findings transcend the particular situation of the Kroniek, and can be
employed—in whole or in part—by other cultural heritage institutes.

Against this methodological background, we will employ a wide range of tech-
niques within the statistical language modeling framework, where we build a va-
riety of document representations, apply mixture language models that combine
the evidence from the various sources available, and experiment with the prior
probability of retrieval for various non-content features of documents. Specifi-
cally, we will adopt the following strategies in our research and development:

e First, based on our extensive experience in exploiting metadata for re-
trieval [1, [7, (12} 26], we will build particular document representations
based on the assigned metadata. Here, we can take semantic relations
between metadata terms into account, either based on thesauri (which
exist only for the original subcollections) or on the usage of terms in the
collection itself (which can be applied to heterogeneous metadata [7]).

e Second, by simply viewing documents with metadata as semi-structured
documents, or documents with particular fields or mark-up, we can directly
employ methods from semi-structured retrieval [5]. We are a leading group
in XML retrieval [9, [10} (13} 14, 22} [23]. Much of the functionality and
control desired by advanced users can be catered for by using particular
features of query languages such as XPath. Note that these techniques
carry over to currently proposed semantic web languages, which are all
based on XML.



e Third, of particular interest are the relations and links between digital
objects. These can be exploited in a variety of ways, either to provide
additional retrieval cues, or to derive non-content features of documents.
An example of the first is to locate a non-textual object such as an image
based on the text of documents linking to it. An example of the latter
is to use the links and relations as an indication of the importance of a
digital object. These techniques are common in web retrieval [15] [17) [20].

e Fourth, we will view the semantic interoperability problem as a translation
problem between different languages, and apply translation and result
combination methods well-known in cross-lingual information retrieval [6,
8, 11, 16, 18, [19].

[2.b) Innovation

Scientific Significance The relative effectiveness of retrieval using controlled
language or free text is one of the long standing debates in information re-
trieval. This debate can be traced back to the nineteenth century, when rules
for title term indexing in classed catalogs were introduced. It has been high
on the information retrieval agenda, ever since the first large scale experimen-
tal evaluations of retrieval effectiveness of various indexing languages [2]. The
majority of evidence shows that automatic indexing based on the document'’s
own text can be at least as effective as relying on manually assigned terms from
a controlled vocabulary [24]. Since both approaches to indexing have different
strengths and weaknesses, there are still many open questions on the disclosure
of documents using metadata [25]. Recent studies [7) [2I] have shown that free-
text and metadata can fruitfully be combined, leading to methods that “get the
best of both worlds.” The current project will contribute to our understanding
of the effectiveness of metadata in information retrieval, by going beyond bibli-
ographic descriptions, by looking at heterogeneous metadata, and by explicitly
considering various user types and task scenarios.

Related Research An encyclopedic overview of related research is beyond the
scope of the proposal. We focus here on the potential role that the proposed
project could play within the overall CATCH program. Of particular interest
is the relation with other projects in the “semantic interoperability through
metadata” theme.

CHOICE The proposed research naturally complements the CHOICE project,
by our primary focus on textual documents, and on retrieval based on
textual search requests. Specific techniques for multimedia objects, as
developed in CHOICE, are a valuable contribution to the experimental
environment as envisaged in our proposal.



STITCH The proposed research naturally complements the STITCH project,
by our focus on the integration of metadata and the textual content of
documents. Specific techniques for semantically linking various controlled
vocabularies could be naturally incorporated in the retrieval models used
in our proposed project, along the lines suggested in [26].

[2.c) Relevance for Cultural Heritage

Role of the Cultural Heritage Partner The cultural heritage partner will
be responsible for framing the problems. First, by providing the combined col-
lections in the Kroniek. Second, by signaling user problems with current and
future versions of the Kroniek. This includes comprehension of complex search
options by naive users; lack of control and indexing depth for advanced users;
overwhelming numbers of links and relations between documents; and lack of
consistency, style, and logic in metadata assignments (due to evolving views over
the years, and due to limited supervision and authorization). Third, by providing
the user profiles and task profiles to be studied. This includes a variety of users
and tasks from both within the museum, such as general information requests;
reproduction rights of images of museum objects; acquisition information; and
so on, as well as from outside the museum, such as visitors to the web-site, use
for external researchers, or use for educational purposes.

The university partner will be responsible for providing the solutions. By
framing the research problem of the proposed research as an information retrieval
problem, the scientific results, tools and techniques developed during the project
will be directly applicable to the situation of the cultural heritage partner. The
driving force of the whole project will be the natural information needs of various
types of users, in various types of real-world task scenarios.

Desirable Results The main desirable results of the proposed project are:

e A scientific, reusable experimental test-suite to evaluate the retrieval ef-
fectiveness of cultural heritage finding aids. The resulting test collection
will be made available to other CATCH participants (and could function
as one of the integrators).

e A detailed assessment of retrieval techniques that exploit heterogeneous
metadata based on the museum, library, and archival traditions of descrip-
tions in each of the respective subcollections.

e A detailed assessment of the relative contribution on retrieval effectiveness
of various shared metadata fields, allowing for cost/benefits analysis on
the manual assignment of metadata and answering the question on how
the scarce resources of cultural heritage institutes can be put to use most
effectively.
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e A toolbox of highly tunable, directly applicable retrieval techniques, cater-
ing for a range of users, varying from naive users (e.g., visitors of a cul-
tural heritage web site) to expert users (e.g., information professionals
employed by a cultural heritage institute).
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