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Abstract

Current information retrieval systems typically ignore structural aspects of documents, solely focusing on the
textual content instead. But documents containing additional structure in the form of HTML, XML, or SGML
mark-up are pervasive on the Internet. The XML retrieval task presents a number of challenges for information
retrieval, for we can no longer rely on the appropriate unit of retrieval to be fixed, or to be known beforehand.
This implies that the effectiveness of standard IR techniques, such as morphological normalization methods, may
not carry over to this particular task. This paper describes the fully automatic runs for the INEX 2002 task
submitted by the Language and Inference Technology Group at the University of Amsterdam. We investigate
the effectiveness of two standard approaches to morphological normalization, both a linguistically motivated
stemming algorithm and a knowledge-poor character n-gramming technique. Our results show that morphological
normalization is an important issue for XML retrieval. For all measurements, the combined run and the n-gram
run perform better than the stemmed run.

1 Introduction

With recent advances in computer and Internet technology, people have access to more information than ever
before. Much of the information is available in free text with little or no metadata, and there is a tremendous need
for tools to help organize, classify, and store the information, and to allow better access to the stored information.
Current information retrieval systems allow us to locate documents that might contain the pertinent information,
but most of them leave it to the user to extract the useful information from a ranked list. This leaves the (often
unwilling) user with a relatively large amount of text to consume.

To address these issues, a number of recent initiatives are aimed at providing highly focused information
‘pinpointing.’ For instance, in the TREC question-answering track [17] participants are given a large document set
and a set of questions; for each question, the system has to return an exact answer to the question and a document
that supports that answer. Another approach to providing highly focussed information access is to return only
new and relevant sentences (within context) rather than whole documents containing duplicate and extraneous
information, as is done within TREC’s novelty track [5].

We view XML retrieval as yet another approach to providing more focused information access than traditionally
offered by search engines. An XML document collection differs from a traditional IR document collection: in the
latter, documents contain only plain text and they are the natural unit of retrieval. Documents in an XML collection
are divided into a hierarchy of text objects. These text objects provide restricted and, we hope, semantically
meaningful contexts for satisfying users’ information needs. It is natural, therefore, to take advantage of this
structural information and look below the document level for a suitable unit of retrieval. The main question then
becomes: To which extent can XML document structure help improve retrieval effectiveness? Obviously, the
creation of an XML test collection is a key resource for answering this question.

The INEX 2002 collection, 21 IEEE Computer Society journals from 1995–2002, consists of12, 135 docu-
ments with extensive XML-markup (when ignoring the volume.xml files). The test collection contains two types
of topics. Content-only topics (CO) ignore the structure of the documents and, hence, are nothing but traditional
IR topics. Content-and-structure (CAS) topics are aware of the structure of the documents. They can include
constraints on the type of elements that are to be retrieved as well as constraints on the context in which the search
terms should appear. The main difference with traditional IR tasks is that we may retrieve any XML component in
the collection.



The aim of our official runs was to experiment with the effectiveness of different types of morphological
normalization for structured corpora. The XML retrieval task departs from the strict boolean query matching
used in traditional database theory, allowing for various gradations of relevance. In particular, related words like
morphological variants (singular, plural, etc.) should share some of their relevance. Morphological normalization
proved successful for plain text collections [8, 12]. In order to study the impact of morphological normalization in
the setting of XML retrieval, we created stemmed and n-grammed indexes that preserve the XML-structure of the
original documents. This allows for both the CO and CAS topics to be evaluated against both indexes.

Our strategy at INEX 2002 was to create a baseline system based on a traditional document index. That is, our
index treats complete articles as the unit for retrieval. For the CO topics, the XML structure of the documents was
not used, and we retrieve entire articles. For the CAS topics, we used a two step strategy. We first treated the topic
as a CO topic and selected the 1000 highest ranking articles. Then we directly processed the (morphologically nor-
malized) representation of these documents. All experiments were carried out with theFlexIR system developed
at the University of Amsterdam [12].

The rest of this paper is organized as follows. We describe our experimental set-up in Section 2, and our official
runs in Section 3. In Section 4 we present evaluation measures for XML retrieval and present our results. Section 5
provides a discussion of our results, and we end by drawing some conclusions.

2 Experimental Set-Up

2.1 TheFlexIR information retrieval system

All submitted runs usedFlexIR, an information retrieval system developed at the University of Amsterdam [12].
The main goal underlyingFlexIR’s design is to facilitate flexible experimentation with a wide variety of retrieval
components and techniques.FlexIR is implemented in Perl; it is built around the standard UNIX pipeline architec-
ture, and supports many types of preprocessing, scoring, indexing, and retrieval tools, which proved to be a major
asset for the INEX task. The retrieval model underlyingFlexIR is the standard vector space model. All our runs
used the Lnu.ltc weighting scheme [1] to compute the similarity between a query and a document; we fixedslope
at 0.2, while the pivot was set to the average number of unique words per document.

From both topics and documents we removed words occurring on a standard stop list with 391 words. Blind
feedback was applied to expand the original query with related terms. Term weights were recomputed by using
the standard Rocchio method [14], where we considered the top 10 documents to be relevant and the bottom 500
documents to be non-relevant. We allowed at most 20 terms to be added to the original query.

We experimented with two approaches to morphological normalization (discussed in Section 2.2 below). As
a side issue, we wanted to experiment with combinations of (what we believed to be) different kinds of runs in
an attempt to determine their impact on retrieval effectiveness. First, we normalized the retrieval status values
(RSVs), since different runs may have radically different RSVs. Following [10], we mapped the values to[0, 1]
usingRSV ′

i = (RSVi −mini)/(maxi −mini). Next, we assigned new weights to the documents using a linear
interpolation factorλ representing the relative weight of a run [15]:RSVnew = λ · RSV ′

1 + (1 − λ) · RSV ′
2 . For

λ = 0.5 this is the combSUM function of [3].

2.2 Morphological normalization

As pointed out above, our overall aim was to study the effect of morphological normalization on the effectiveness
of XML retrieval. One approach to morphological normalization is to use linguistically informed methods; we
decided to use a stemming algorithm for the English language. Alternatively, there are knowledge-poor approaches
to morphological normalization which do not require any knowledge of the particular source language; here, we
decided to use an n-gramming method.

n-Grams Our n-gram-based approach was based on character n-grams, where the n-gram length was set to 5;
this setting was motivated by the results of experiments on the CLEF [2] data sets. For each word we stored both
the word itself and all possible character n-grams of length 5 that can be obtained from it without crossing word
boundaries. As an example, Figure 1(a) shows the original Topic 31, and Figure 1(b) shows the (stopped and)
n-grammed version of the topic.

Stemming For the linguistically informed method with which we wanted to contrast the effect of the n-gram
method we used Porter stemming [13]. Figure 1(c) shows the (stopped and) stemmed version of Topic 31.



<INEX-Topic topic-id="31" query-type="CO" ct-no="003">
<Title>

<cw>computational biology</cw>
</Title>
<Description>

Challenges that arise, and approaches being explored, in the interdisciplinary
field of computational biology.

</Description>
...

</INEX-Topic>

(a) The original version of Topic 31.

.i 31

computational compu omput mputa putat utati tatio ation tiona ional biology biolo iolog ology

challenges chall halle allen ... biology biolo iolog ology

(b) The n-grammed version of Topic 31.

.i 31

comput biologi challeng aris approach explor interdisciplinari field comput biologi

(c) The stemmed version of Topic 31.

Figure 1: Topic 31.

3 Runs

We now describe how our runs were created. We built two base runs: one using the Porter stemmer and one in
which we used n-grams in the manner described above. We then combined these two runs in the manner described
in Section 2, thus producing a total of three official runs for INEX 2002:

Stemmed run We use a stemmed index and stemmed topics, the Lnu.ltc weighting scheme, and blind feedback.

n-Grammed run We use an n-grammed index and n-grammed topics, the Lnu.ltc weighting scheme, and blind
feedback. We used n-gram-length 5, adding n-grams for words with length≥ 4, while also keeping the
originals words.

Combined run We combined the first two runs using an interpolation factorλ of 0.6 for the n-gram run. This
higher weight for the n-gram run was motivated by the outcomes of experiments on the CLEF [2] data sets.

For both types of topics we wanted to use methods that were fully automatic and portable to other collections. In
our retrieval we only used words from the title and description fields. In particular, we did not use the keywords
provided with the topics: according to the topic development guidelines, keywords are supposed to be “good scan
words that are used in the collection exploration phase of the topic development process” [7, p.107]. Furthermore,
we did not use any information from the DTD either.

After the (document) pre-processing steps described in Section 2 were carried out, indexing of the collection
was done at the article level, i.e., the indices were mappings from terms to articles in the collection. Since the
topic processing and retrieval steps differ for the CO topics on the one hand and the CAS topics on the other, we
describe them in separate subsections.

3.1 Content-only topics

For the CO topics, we automatically translated the topics into theFlexIR topic format, as illustrated in Figure 1,
using only the words appearing in the title and description fields.

We ran the (stemmed or n-grammed) topics against the (stemmed or n-grammed) document index. The 100
documents with the highest RSVs were returned. The units of retrieval were articles. In other words, we always
returned/article[1] in the path tag of the results.



<INEX-Topic topic-id="01" query-type="CAS" ct-no="010">
<Title>

<te>article/fm/au</te>
<cw>description logics</cw><ce>abs, kwd</ce>

</Title>
<Description>

Retrieve the names of authors of articles on description logic, in particular
articles in which the abstract or the list of keywords contains a reference
to description logic.

</Description>
...

</INEX-Topic>

(a) The original version of topic 01.

.i 01

descript logic retriev author articl descript logic particular articl abstract list keyword

contain refer descript logic

(b) Stemmed version of the document retrieval translation.

.i 01

article/fm/au

abs|kwd, descript logic

(c) Stemmed version of the document filtering translation.

Figure 2: Topic 01.

3.2 Content-and-structure topics

The CAS topics contain additional information in the<ce> and<te> tags; see Figure 2(a) for an example. For
the CAS topics we divided the retrieval process into two subtasks: document retrieval and document filtering. This
required two different topic translations, one for each subtask. For the document retrieval subtask, topics were
processed similar to the CO topics: only the words in the title and description fields were selected, and from the
title field we only selected the content of the<cw> field. For an example of this translation see Figure 2(b).

For the document filtering subtask, the<Title> field was processed to preserve the structural part of the
query. For an example of this translation, see Figure 2(c). The first line contains the topic number, the second
line gives the XML-field that is to be returned, the next line(s) give conditions for the document, consisting of
a field name, and the words that are sought. This should be read as: retrieve the elements found by the XPath
expression//article/fm/au in the documents whose elements found by the XPath expressions//abs or
//kwd contain the wordsdescript or logic . If no target element is specified in the topic title, we treat it
as if the target element had been<te>article</te> . A connection between a disjunction of target elements
and a disjunction of search criteria may lead to ambiguities. Hence we replaced disjunctions of target elements
<te>A,B,..</te> by <te>/article</te> . Further motivation for this translation can be found in [11].

For the document retrieval subtask we ran the (stemmed or n-grammed) topics against the (stemmed or n-
grammed) document index. The 1000 documents with the highest RSVs were returned. Our working assumption
was that all relevant document were in this top 1000.

For the document filtering subtask, we created a special XML-file for each topic, containing these top 1000
documents. On these so-called doc-piles, we ran an XML-parser based on Perl’sXML::Twig that handles XPath
expressions. For each topic and for each context-element (<ce> ) in its doc-pile, the XML-parser calculates a
score for each context-element. This score is the count of how often a context-word (<cw>) appears in the context-
element, divided by the number of words in the content-element. We sorted the documents in the doc-pile according
to their highest scoring element. For each document in the doc-pile we extracted the target-elements (<te> ), using
the XML-parser. To each target-element we assign the score of the document that contains it. We select the 100
highest scoring target-elements. Those 100 elements are returned, sorted by RSV score of the document containing
the element.
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(a)CAS topics using thegeneralizedmeasure. (b)CO topics using thegeneralizedmeasure.
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(c) CAS topics using thestrict measure. (d)CO topics using thestrict measure.

Figure 3: Precision recall graphs of our official runs for both topic types, using both evaluation measures.

4 Results

To evaluate our runs we used version 0.006 of theinex eval program supplied by the organizers of INEX
2002. We used version 1.6 of the relevance assessments. The topics were assessed on a two dimensional graded
relevance scale, one for topical relevance, with values taken from{0, 1, 2, 3}, and another for document coverage,
with values taken from{exact, too large, too small, no coverage}.

The evaluation software can create reports using two distinct measures, see [4] for details. Thestrict relevance
measure considers only highly relevant items that have exact coverage. The strict relevance scores are calculated
by means of the functionfs below.

fs(e) :=
{

1 if e = (3, exact)
0 otherwise.

fg(e) :=



1 if e = (3, exact)
0.75 if e = (2, exact) or

e = (3, too large) or
e = (3, too small)

0.5 if e = (1, exact) or
e = (2, too large) or
e = (2, too small)

0.25 if e = (1, too large) or
e = (1, too small)

0 otherwise

Thegeneralizedrelevance measure considers all combinations of all values of relevance and coverage. The gener-



alized relevance scores are calculated by means of the functionfg given above.
The strict and generalized measures defined above differ from the standard mean average precision scores.

When ignoring the coverage dimension, the strict measure is similar to the work on judging by highly relevant
document [16]. This strict measure is still a dichotomous measure. When ignoring coverage, the generalized
measure is similar to the graded measures of relevance [9].

Generalized measure CAS
Run MAP Impr. P. at 0 Impr.
Combined run 0.185 +12% 0.528 +36%
n-Grammed run 0.183 +11% 0.544 +40%
Stemmed run 0.165 0% 0.388 0%

Strict measure CAS
Run MAP Impr. P. at 0 Impr.
Combined run 0.234 +23% 0.503 +55%
n-Grammed run 0.232 +21% 0.475 +46%
Stemmed run 0.191 0% 0.325 0%

Generalized measure CO
Run MAP Impr. P. at 0 Impr.
Combined run 0.0576 +19% 0.578 +23%
n-Grammed run 0.0568 +17% 0.556 +18%
Stemmed run 0.0484 0% 0.471 0%

Strict measure CO
Run MAP Impr. P. at 0 Impr.
Combined run 0.0553 +34% 0.415 +45%
n-Grammed run 0.0618 +55% 0.411 +44%
Stemmed run 0.0399 0% 0.286 0%

Table 1:The mean average precision results for our official runs. The precision at zero is the interpolated precision over the
interval(0, 0.1]. Improvements are computed relative to the stemmed run.

The results for our official runs are displayed in Figure 3 and Table 1. Some obvious remarks can be made.
First, compared to TREC-style document retrieval results, the mean average precision (MAP) scores are much
lower (at TREC where one would expect a MAP of at least twice the best score in the table). Also, the scores for
CO are much lower than for CAS topics. Second, we included the precision at 0 in Table 1 as an indication of the
quality of the top ranked retrieved documents. These numbers are reassuring, and far less dramatic than the low
MAP scores for, especially, CO would suggest. In fact, both CAS and CO topics have comparable p@0 scores.
Third, the difference in performance of the three runs is a clear indication that morphological normalization is
an important issue for XML retrieval. The relative results are in favor of the knowledge-poor approach: the n-
grammed run is performing better than the stemmed run in all four cases. Fourth, the combined run is better than
the best underlying baserun in three cases (CAS and CO generalized), although the improvement is unimpressive.
This can be explained by the difference in score of the underlying baseruns: when the difference between stemmed
and n-grammed runs peaks at over 50% (CO strict), the combined run is not better than the n-gram run! Fifth,
when comparing the strict and generalized scores, the strict scores are almost always higher. This is somewhat
counterintuitive, because the generalized score is a more liberal score that regards more retrieved elements as
relevant.

5 Discussion and Conclusions

We entered the INEX initiative for the evaluation of XML retrieval with modest ambitions. We wanted to set up a
baseline system based on a traditional document index where the unit of retrieval is an article. Only for the CAS
topics did we attempt to retrieve the particular XML element requested by the target element field.

Our goal was to have a fully automatic XML retrieval system that can easily be ported to different topics,
collections, and DTDs. All our runs are fully automatic TD-runs that ignore the keywords and the narrative fields
of the topics (which are considered to be additional information for the relevance judgments). We did not correct
misspellings or other errors in the topics, resulting in the retrieval of no results for two CAS topics. We use no
manual query processing steps, nor human knowledge on the semantics of the tags.

We expected our system’s performance to be just a baseline for ‘proper’ XML retrieval systems, i.e., for systems
that return smaller XML components than articles. To our surprise, our runs turn out to be among the top scoring
submissions on both CAS and CO tasks, and on both generalized and strict evaluation measures; this is even more
surprising if we take into account that several teams submitted manual runs and runs using the narrative. How
should we interpret this? On the one hand, the results show that a system returning entire articles is competitive to
systems returning smaller units of text—our system, indeed, can function as the baseline performance we hoped
to obtain. On the other hand, the results suggest that we do not yet fully understand how users (and assessors)
perceive the coverage dimension of relevance. It is clear that more research is needed to better understand what
users (and assessors) regard as meaningful units of retrieval.

There are a few things one needs to keep in mind when looking at the output of theinex eval software. The
software’s definition of total recall does not take into account the graded relevance nor the limit on the number of



elements retrieved. The total recall of the strict measure is defined as the number of highly relevant elements in
the collection that have exact coverage. The total recall of the generalized measure is defined as the number of
relevant elements in the collection. This puts an upperbound on the mean average precision scores that systems
can achieve, as shown in Table 2; the upperbounds are calculated for ‘perfect’ run that return 100 relevant items.1

Topic type Measure Possible MAP
CAS generalized 0.596
CO generalized 0.332
CAS strict 0.897
CO strict 0.931

Table 2: Upper bounds on the average precision.

These upperbounds partly explain why the strict
evaluation measure gives a higher average precision
than the generalized measure. This is counter-intuitive
as we would expect to do worse on the strict scale, hav-
ing in mind that we do article retrieval for all the CO
topics and approximately one-third of the CAS topics.
Thus we would expect atoo large coverage, giving no
score on the strict measure. When taking into account
the maximally obtainable scores in Table 2, our gener-
alized scores do outperform the strict scores. Added to that, whole articles seem to have been quite frequently
judged highly relevant with exact coverage. This sheds some light on how exact coverage is perceived by users
and assessors.

The official runs of INEX 2002 had a maximum number of retrieved elements set at 100 elements. A problem
with this upperbound is that the number of relevant elements in the assessments can be much higher than 100,
even on average. We modified our runs by allowing 1000 results to be returned (as is customary for CLEF and
TREC ad-hoc retrieval experiments). A comparison of the MAP scores between runs with cut-off points at 100 and
1000 results is displayed in Table 3. Although the scores do improve, they remain low compared to MAP values

Generalized measure CAS
MAP

Run 100 1000 Impr.
Combined run 0.185 0.199 +7.6%
n-Grammed run 0.183 0.196 +7.1%
Stemmed run 0.165 0.170 +3.0%

Strict measure CAS
MAP

Run 100 1000 Impr.
Combined run 0.234 0.244 +4.3%
n-Grammed run 0.232 0.240 +3.4%
Stemmed run 0.191 0.201 +5.2%

Generalized measure CO
MAP

Run 100 1000 Impr.
Combined run 0.0576 0.0677 +18%
n-Grammed run 0.0568 0.0653 +15%
Stemmed run 0.0484 0.0551 +14%

Strict measure CO
MAP

Run 100 1000 Impr.
Combined run 0.0553 0.0609 +10%
n-Grammed run 0.0618 0.0657 +6.3%
Stemmed run 0.0399 0.0427 +7.0%

Table 3: Comparison of MAP scores for 100 and 1000 retrieved elements.

for unstructured documents. The improvement is higher for the generalized measure than for the strict measure.
This may be due to the larger set of relevant items for the generalized measure. This may also explain why the
improvement is greater for CO topics than for CAS topics, although this is partly caused by the lower score of the
top-100 runs.

Our aim was to study the effect of morphological normalization for XML retrieval. We experimented with
two distinct approaches to morphological normalization: by using linguistically informed methods and by using
knowledge poor techniques. For the former we used the familiar Porter stemming algorithm for English. For the
latter, we used character n-grams of length 5. Our results show a clear difference between the two approaches,
which suggests that morphological normalization is an important issue for XML retrieval. Our results favor the
knowledge-poor approach of n-gramming. For all measurements, the combined run and the n-gram run perform
better than the stemmed run. This is consistent with results on plain text collections [6, 12]. We also experimented
with the combination of the two approaches to morphological normalization. The combined runs score best in three
out of four cases (CAS and CO generalized). Still, there is no remarkable difference between the combined run
and the n-gram run; n-gramming seems to be the dominant factor of the combination, which, again, is consistent
with the retrieval results for unstructured documents [8].

Using our INEX 2002 runs as a baseline, our future research focuses on how to retrieve smaller units of texts by

1For the strict measure, a perfect run without length restriction will score a MAP of1.0; for the generalized measure, a perfect run cannot
obtain the perfect score of1.0. This is due to the definition of generalized recall [9, p.1123]. For example, if there are two relevant documents
for a topic with relevance scores1 and0.5, respectively, then the generalized precision at generalized recall level1 is only0.75.



treating each tag occurring in the collection as a document by itself. Next to this, we are experimenting with ways
of exploiting the collection’s structure for improving retrieval on the article level, by considering the keywords
assigned to documents, co-authors, citations, co-citations, etc. Finally, we are investigating efficient storage and
processing architectures tailored to structured document collections.
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