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ABSTRACT
Information retrieval from XML documents offers an opportunity
to go below the document level in search of relevant information,
making any element of an XML document a retrievable unit. We
consider two dimensions along which we compare this element re-
trieval task with the traditional document retrieval task. We in-
vestigate how different topic representations and language model
smoothing approaches affect the performance of the two tasks. We
evaluate our ideas against the INEX 2002 XML retrieval test-suite.

Categories and Subject Descriptors
H.3 [Information Storage and Retrieval]: H.3.1 Content Anal-
ysis and Indexing; H.3.3 Information Search and Retrieval; H.3.4
Systems and Software; H.3.7 Digital Libraries

General Terms
Experimentation

Keywords
XML retrieval, language models, smoothing, topic representation

1. INTRODUCTION
XML documents differ from plain text documents. The latter,

contain only plain text and they themselves are the natural unit of
retrieval. XML documents, in contrast, are divided into a hierar-
chy of text objects, each of which could in principle be returned in
response to a query. It is thus tempting to try to go below the docu-
ment level and focus on retrieving document fragments that provide
exhaustive yet concise answers to the users’ information need.

In this paper we report on ongoing work aimed at comparing two
XML retrieval tasks: XML document retrieval (return whole XML
documents in response to an information need) and XML element
retrieval (return focused elements only). Thus, our main question
in this paper is the following:
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Aim 1 How is XML element retrieval different from XML docu-
ment retrieval?

In our comparison we focus on two aspects, closely related to the
fact that XML elements and XML documents may vary widely in
length: topic field selectionandlanguage model smoothing.

It is known that the use of additional topic fields from a test col-
lection may affect retrieval effectiveness (see the related work sec-
tion below). In particular, for adhoc retrieval the use of additional
(longer) topic fields tends to increase performance, whereas for re-
trieval tasks that aim to retrieve sentences or other very small units,
the use of longer topic representations tends to hurt performance.
In principle, XML elements can range in length from very short
(e.g., a single word) to the whole document. This, then, gives rise
to the second of our main aims in this paper:

Aim 2 How does topic field selection affect the two tasks?

In recent years, language modeling approaches to information
retrieval have attracted a lot of attention [20, 10, 16]. Language
models are attractive because of their foundations in statistical the-
ory, the great deal of complementary work on language modeling
in speech recognition and natural language processing, and the fact
that very simple language modeling retrieval methods have per-
formed quite well empirically. The basic idea of these approaches
is to estimate a language model for each document, and then rank
documents by the likelihood of the query according to the estimated
language model. Since document language models may suffer from
inaccuracy due to data sparseness, a core issue in language model-
ing issmoothing. Smoothing refers to adjusting the maximum like-
lihood estimator for the document language model by, for example,
combining it with a collection language model. The retrieval per-
formance is generally sensitive to the smoothing parameters. Ear-
lier studies in adhoc retrieval have found that for shorter queries
the Jelinek-Mercer method works well with less smoothing (i.e.,
more weight is given to the document language model), while long
queries require more smoothing (i.e., more weight is given to the
collection language model) [23]. How do these findings carry over
to the setting of XML document or element retrieval, and how are
they influenced by the choice of topic fields? More generally, we
have our third aim:

Aim 3 How does smoothing affect the two XML retrieval tasks?

To answer the questions raised above, we use the INEX test col-
lection. The INitiative for the Evaluation of XML retrieval (INEX)
was launched in 2002 to assess the effectiveness of retrieval meth-
ods for XML document and element retrieval [11]. The collection
contains two kinds of topics. Content-only topics (CO) are tradi-
tional IR topics written in natural language. Content-and-structure



topics (CAS) are a mixture of natural language requirements and
structural constraints. In our experiments we used the CO topics
and their assessments; for a successful approach to the CAS topics,
see [3]. INEX CO topics are divided into four fields, title, descrip-
tion, narrative and keywords. We used these fields, independently
or in combinations, to create different topic representations.

The remainder of this paper is organized as follows. In Section 2
we discuss related work. Our experimental setup is described in
Section 3 and Section 4 describes the experimental results. Con-
clusions and future work is discussed in Section 5.

2. RELATED WORK
Effective representation of users’ information needs is an impor-

tant issue, with a long history of experimental work. Many groups
have performed comparative analysis in which a system’s perfor-
mance on one version of a topic is compared against its perfor-
mance on another version; see, e.g., the annual TREC proceedings
where this has proved to be a recurring theme. These types of in-
vestigation were greatly facilitated by the fact that, from the start,
the TREC organizers decided to provide “user need” statements
rather than more traditional queries [8]. While the topic fields var-
ied somewhat from year to year during the early history of TREC,
the current format has been in place for some time now; it has a
short title field, a one-sentence description field, and a narrative
field that is aimed at providing a complete description of document
relevance for the assessors. This standard has been copied by many
other tasks (such as multilingual retrieval, novelty) and by other
evaluation exercises, including NTCIR [19], CLEF [4], and, to a
large extent, INEX.

It is commonly taken for granted that longer statements of an in-
formation need generally result in improvements in retrieval effec-
tiveness over shorter statements. This appears to be valid not just
for adhoc retrieval, but for other adhoc-like tasks too [1], and not
just for English but for many other languages as well (see e.g., [1,
17]). For some tasks, however, the statement does not seem to be
valid. For instance, for the 2002 edition of the novelty task, one
of the tasks the participants had to carry out, was to return relevant
sentences, not documents, for a given information need. Several
teams reported that using only the title field resulted in the best re-
trieval performance [9]. Shorter topic representations seem to be
more effective for the novelty task because the “documents” are
very short: long topic representations seem to cause lots of topic
drift in this case.

What does this suggest for topic representation and XML re-
trieval? The XML element length distribution is very different from
the XML document length distribution. Furthermore, in XML ele-
ment retrieval there is a bias toward retrieval of large elements [12].
This prompts the question what type of topic representation is most
suitable for XML retrieval. If we want to retrieve mostly (full-
blown) articles, we should go for long topic representations. But
if we mainly want to retrieve very short elements, the experience
from the novelty task seems to suggest that short topic representa-
tions are to be preferred.

Choosing one topic representation over another may require a
number of changes to a retrieval system’s settings. Smoothing is
one of the core issues in language modeling; it adjusts the max-
imum likelihood estimator so as to correct the inaccuracy due to
data sparseness. The retrieval performance is generally sensitive to
the smoothing parameters. The appropriate amount of smoothing
has been found to be dependent on the topic representation [23].
The length of the topic representation has an impact on the optimal
amount of smoothing. For all of these reasons it is interesting to see
what the impact of smoothing is for the two XML retrieval tasks.

Smoothing is also task dependent. Language models for adhoc
retrieval, and other tasks that are assessed in terms of mean aver-
age precision scores, tend to perform better if much smoothing is
done [13, 10]. On the other hand, language models for high pre-
cision tasks such as web retrieval tasks seem to perform better if
very little smoothing is applied [14]. With XML element retrieval
we seem to be in a mixed situation: while it is assessed in terms
of mean average precision, it can be thought of as a high precision
retrieval task.

Much attention has been given to passage retrieval in the infor-
mation retrieval community. The work has mainly focused on the
use of passages to improve document retrieval [21, 2, 15]. Assess-
ments have traditionally been performed on the document level,
but not at the level of passages. Hence the evaluation of the pas-
sage retrieval is actually done at the document level. In [18] this
approach has been adopted to XML retrieval; scores for individ-
ual XML elements are used to improve document retrieval in an
SGML collection. These tasks are different from the XML element
retrieval task discussed in this paper: the INEX collection provides
assessments done directly on the element level. Hence the retrieval
of XML elements proper is evaluated directly.

3. EXPERIMENTAL SETUP
We evaluate our ideas against the INEX 2002 XML information

retrieval test-suite [7]. The INEX 2002 collection contains over
12,000 articles (consisting of nearly 7,000,000 elements) from 21
IEEE Computer Society journals, with layout marked up with XML
tags. The collection contains around 170 different tag-names, rep-
resenting units as diverse as complete articles<article>, sections
<sec>, paragraphs<p> and italics font<it>.

To evaluate the two XML retrieval tasks, document and element
retrieval, we need two types of indexes.

Tom Waits

simple.xml /article[1]/au[1]

<article>
<au>Tom Waits</au>
<sec>Champagne for my real friends</sec>
<sec>Real pain for my sham friends</sec>

</article>

simple.xml

Champagne for my real friends
Real pain for my sham friends

Tom Waits

simple.xml /article[1]

Champagne for my real friends

simple.xml /article[1]/sec[1]

Real pain for my sham friends

simple.xml /article[1]/sec[2]

Figure 1: Simplified figure of how an XML document is split up into
overlapping indexing units.

Element index Here, each element of an XML document is an in-
dexing unit. For each element, all text nested within the el-
ement (including its descendants) is indexed (See Figure 1).
This results in an overlapping element index, since the text
nested at depthn is indexed as part ofn different units.

Document index A fraction of the element index where only ele-
ments with a location path of depth 1 are considered (Such
as the element with path/article[1] in Figure 1.



No stemming was applied to the indexes but we did lower-casing
and stop-words were removed.

In our experiments we used the 23 CO topics that come with the
INEX collection. INEX topics are divided into four fields:title, a
short 2-3 word version of the topic statement;description, a one
sentence definition of an information need;narrative, an explana-
tion of the topic statement in more detail; andkeywords, synonyms
or terms that are broader/narrower than those listed in the title and
description [6] (p.179). We used these fields, independently or in
combinations, to create 5 different topic representations.

T The terms fromtitle.

TD The terms fromtitle anddescription.

TDN The terms fromtitle, descriptionandnarrative.

TDK The terms fromtitle, descriptionandkeywords.

TDNK The terms fromtitle, description, narrativeandkeywords.

As with the collection, we did not stem the topics but lower-cased
and removed stop-words.

At INEX 2002, relevance was assessed at the element level. El-
ements were assessed on a two dimensional graded relevance scale,
one for topic relevance and another for element coverage [6] (p.184).
From the official relevance assessments we derived two assessment
sets, one for each of the tasks we want to evaluate.

Document retrieval task For evaluating the document retrieval we
considered a document relevant if it contains an element judged
highly relevant with exact coverage.

Element retrieval task For evaluating the element retrieval task
we considered an element relevant if it was judged highly
relevant with exact coverage.

We used version 1.8 of the INEX 2002 relevance assessments. Eval-
uation was done using thetrec_eval program. Our evaluation
method for element retrieval is similar to the strict evaluation used
at INEX 2002 [6].

All our retrieval runs used a multinomial language model, with
single length prior and Jelinek-Mercer smoothing [10]. Our scoring
formula for an indexing unitd is thus

s(d) = log

(
∑
t

t f (t,d)
)

+
n

∑
i=1

log

(
1+

λ · t f (ti ,d) ·
(

∑t d f(t)
)

(1−λ) ·d f(ti) ·
(

∑t t f (t,d)
))

wheret f (t,d) is the frequency of termt in documentd andd f(t)
is the count of document in which termt occurs. We experimented
with a range ofλs in the interval[0.05,0.95]. In this paper we
devote special attention to two values of the smoothing parameter
used frequently in the literature. First, the default value ofλ in
adhoc retrieval: 0.15 [13]. Second, for high precision tasks such as
web retrieval a high value ofλ is normally used, such as 0.90 [14].

4. EXPERIMENTAL RESULTS
In this section we report on the results of our experiments for the

two XML retrieval tasks. In Section 4.1 we look at the XML doc-
ument retrieval task, in Section 4.2 we look at the XML element
retrieval task and in Section 4.3 we compare the results for the two
tasks. Since the combination of title and description fields is the
most common topic representation in adhoc retrieval tasks, we use
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Figure 2: Mean average precision for document runs using different
values for the smoothing parameterλ.

λ = 0.15 λ = 0.90
MAP % change MAP % change

TD (baseline) 0.3077 – 0.2805 –
T 0.2978 -3.2% 0.2990 +6.6%
TDN 0.3179 +3.3% 0.2663 -5.1%
TDK 0.3774 +22.7%*** 0.3654 +30.3%***
TDNK 0.3729 +21.2%*** 0.3358 +19.7%**

Table 1: MAP of document-runs using different query formats and
different smoothing parameters.

it as the baseline in our numeric comparisons. For determining
whether a difference between retrieval runs is statistically signifi-
cant, we use the bootstrapping method [5, 22]. We take 100,000
re-samples and look for improvement at significance levels 0.95
(*); 0.99 (**); and 0.999 (***).

4.1 XML document retrieval task
Figure 2 shows MAP scores of document runs for different val-

ues of the smoothing parameterλ. The first thing to notice is that
the inclusion of keywords in the topic representation has the biggest
positive impact on scoring (see TDN vs TDNK, and TD vs TDK).
In Table 1 we compare the MAP scores of the topic representations
for two values of the smoothing parameterλ. As the table shows,
the runs using the keywords field are the only ones to improve sig-
nificantly over the baseline.

We can also see that the topic representations containing the nar-
rative field are the most sensitive to smoothing. This is not surpris-
ing since there may be various terms in the narrative that are not
informative for the particular topic at hand. We see that the title-
only-topics (T) is the only topic representation where less smooth-
ing helps performance. Again, this is not surprising since the title-
only queries do contain only good retrieval terms for the topic at
hand. The T and TDK topic representations are the most stable
over the range of values for the smoothing parameter. As before,
the informativeness of all terms in the title and keywords fields is
the most plausible explanation.

4.2 XML element retrieval task
Figure 3 shows MAP scores of element runs for different values

of the smoothing parameterλ. For the element retrieval task, in-
creased smoothing seems to hurt all topic representations, except
for the title-only run. We again see that the queries including the
keywords field give the best overall MAP score. Table 2 shows the
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Figure 3: Mean average precision for element runs using different
values for the smoothing parameterλ.

λ = 0.15 λ = 0.90
MAP % change MAP % change

TD (baseline) 0.0391 – 0.0598 –
T 0.0624 +59.6% 0.0581 -2.8%
TDN 0.0326 -16.6% 0.0668 +11.7%
TDK 0.0493 +26.1% 0.0857 +43.3%***
TDNK 0.0481 +23.0% 0.0893 +49.3%***

Table 2: MAP of element-runs using different query formats and dif-
ferent smoothing parameters.

MAP scores of element retrieval for two values of the smoothing
parameterλ. It is clear from the table that the improvement of the
keyword queries is only significant when little smoothing is done.

The amount of smoothing makes little impact on the short title-
only topics. For all the longer queries, we see that higher values
for the smoothing parameter do increase performance. The best
smoothing settings for the XML element retrieval turn out to resem-
ble those used for high precision tasks. This is somewhat surprising
since the XML retrieval task is in modeled after a standard adhoc
retrieval task where results are evaluated with MAP (i.e., average
precision at all recall levels).

4.3 Documents vs. Elements
Looking at the results for the document and element retrieval

tasks (Figures 2, 3 and 4), there is a striking difference between
the performance of XML document retrieval and XML element re-
trieval. Document retrieval performs much better than element re-
trieval. This need not come as a surprise since we can look at the
XML element retrieval task as a non-trivial extension of the XML
document retrieval task. For the XML element retrieval task, given
the set of relevant XML documents, we need to dive into each of
the documents and retrieve the exact unit that made the document
relevant.

We can also look at the ratio between the number of relevant doc-
uments and the number of documents in the collection and compare
it to the ratio between the number of relevant elements in the col-
lection and the total number of indexed elements in the collection
(over all topics). (See Table 3)

rel.articles
articles

=
627

12,107
≈ 0.0517

rel.elements
elements

=
1,394

6,779,686
≈ 0.000206

Count Avg. len Min len Max. len
Document 12,107 3,234 24 21,333
Relevant 627 3,902 95 18,109
Element 6,779,686 29 1 21,333
Relevant 1,394 1.484 1 18,109

Table 3: The count, average length, minimum length and maximum
length of the set of documents, set of relevant documents, set of ele-
ments and set of relevant elements

Finding the relevant elements seems to be a genuine needle-in-a-
haystack problem.

There are some similarities between the two tasks with respect
to the impact of topic field selection. Adding terms from the key-
words field leads to the biggest improvements. Longer topic repre-
sentations will generally improve recall, but at the same time may
hurt precision. Since the keyword field contains only terms that
are informative for the topic at hand, we may expect little loss of
precision. For terms in the other fields this need not be the case:
both the description and narrative may contain terms that are not
specific for the topic at hand. This is illustrated by the plots in Fig-
ure 4. The differences between the two tasks with respect to topic
field selection largely depend on the used smoothing parameter.

The two tasks respond totally different to changes in the smooth-
ing parameterλ. Much smoothing, i.e., a low value forλ, is the
appropriate choice for the document retrieval task. This is in line
with other adhoc retrieval experiments [23, 13, 10]. Little smooth-
ing, i.e., a high value forλ, is the appropriate choice for the el-
ement retrieval task. We believe there are two factors working
together toward providing the highest scoring for the element re-
trieval task. One is the high initial precision of theλ = 0.9 run;
see Figure 4. Since it is extremely difficult to get high recall for
this task, early precision is very important. Another factor is the
size of the retrieved element. There is a serious variance in the
length of elements in the collection and the average element length
is low. However, assessors seem to have a strong bias toward larger
elements [12]. Since we approach coordination level matching as
λ → 1 ([10] Appendix B), combining the long TDNK topic with
little smoothing gives us a retrieval run that prefers elements which
contain all the query terms, independent of whether they are infor-
mative or not. This may result in retrieval that has a similar bias
toward larger elements as is present in the assessments.

Figure 5(c) shows the average length of retrieved elements for
each of the values of the smoothing parameter. We can see a clear
connection between the smoothing parameter and the average length
of retrieved elements. For the longer topics (TD, TDN, TDK and
TDNK), a higher value forλ causes larger elements to be retrieved
on average. The opposite effect for the title only run is probably
due to the fact that the length prior dominates in the scoring for-
mula, as there are so few query terms. If we restrict our attention
to the relevant elements retrieved we see the same tendency, but on
a smaller scale (Figure 5(d)). Corresponding graphs for the docu-
ment runs are shown in Figure 5(a) and (b). For comparison with
the actual collection and assessment statistics see Table 3.

5. CONCLUSIONS
In Section 1, we introduced a number of research questions that

motivated the experiments on which we reported in this paper. As
for the second aim (how does topic field selection affect the two
XML retrieval tasks?), we have seen that topic representations in-
cluding keywords give the best MAP score for both tasks. Those
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(a)Documentretrieval withλ = 0.15. (b) Documentretrieval withλ = 0.90.
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(c) Element retrieval withλ = 0.15. (d) Element retrieval withλ = 0.90.

Figure 4: Precision-Recall curves for the different retrieval tasks, smoothing parameters and query formats.
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Figure 5: Precision-Recall curves for the different retrieval tasks, smoothing parameters and query formats.



topic fields are the only one to give significantly better results than
the TD topic baseline (for three of the four cases). Investigation
of our third aim (how does smoothing affect the two XML retrieval
tasks?) lead us to the finding that XML document retrieval reacts to
smoothing in similar ways as other adhoc retrieval tasks. For XML
element retrieval it turned out to be useful to use high-precision
settings for theλ, even though the task is evaluated using a mean
average prceision metric. For the XML document retrieval task,
our best run uses the TDK topics and much smoothing (i.e., a low
value ofλ). For the XML element retrieval, our best run uses the
TDNK topics and little smoothing (i.e., a high value ofλ).

As an answer to the question expressed in our first aim (how is
XML element retrieval different from XML document retrieval?),
we have seen evidence that XML element retrieval is different from
XML document retrieval. The tasks react radically differently to
different amounts of smoothing. The difference with respect to
changes in topic representation is more subtle, but we see that
longer queries do always improve retrieval effectiveness (provided
that the appropriate smoothing parameter is used).

It is not clear what effect the overlapping nature of the element
index has on the statistics used to smooth the element language
model. Indeed, it remains as future work to investigate differ-
ent language models, such as an XML document language model,
which can be used to smooth the element language model.
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