Finding Entities or Information Using Annotations

Rianne Kaptein®

Jaap Kamps'?

! Archives and Information Studies, Faculty of Humanities, University of Amsterdam
2 ISLA, Informatics Institute, University of Amsterdam

ABSTRACT

User-generated content often provides more information than just
textual data, i.e. tags or annotations are added to label data, in dis-
cussions users can comment on the data, and links exist not only be-
tween pages, but also between users and annotations. In this paper
we explore the use of annotations in the form of categories to find
entities or information in Wikipedia. Main differences between en-
tity ranking and ad hoc retrieval are the assessment criteria, and the
provision of target categories for entity ranking topics. From ana-
lyzing the relevance assessment sets we can see that entity ranking
results have more focused categories. The provided target category
is however not always the most informative category. Furthermore
we show that techniques for entity ranking can also be applied to
ad hoc topics and automatically assigned target categories are good
surrogates for manually assigned categories. Although using cat-
egory information leads to larger improvements on entity ranking
topics, significant improvements can also be achieved on ad hoc
topics.

1. INTRODUCTION

Different networks of user-generated content are emerging on
the web . These networks have in common that besides the ac-
tual contents meta-information can be added. For example tags or
annotations are added to label data, users can add comments or
start discussions. A large part of the information is linked, creat-
ing (social) networks of connected pages, users, tags etc. New IR
models are needed that can exploit the particular structure of these
networks. Unfortunately there are no appropriate, widely used test
collections available that incorporate all the above mentioned types
of information. In this paper we will focus on the use of annotations
in the form of categories to find entities or information, allowing us
to make use of the INEX Wikipedia test collection. Link infor-
mation is also available for this collection, but it seems category
information is more useful, especially for finding entities [[11} [12],
and will therefore be our focus here.

Wikipedia is a highly structured resource and includes an exten-
sive collection of categories that are used to categorize Wikipedia
pages. Our version of Wikipedia from 2006 includes already 150,000
categories. One of the challenges in exploiting the category infor-
mation is that Wikipedia categories are created and assigned by
different human editors, and are therefore not consistent. With
150,000 categories it is not a trivial task to assign the correct cat-
egories to a Wikipedia page. Some categories that should be as-
signed can be missing, and too general or too specific categories
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can be assigned to a page. A Wikipedia page is usually assigned
to multiple categories. Wikipedia guidelines are to place articles
only in the most specific categories they reasonably fit in. Peer
reviewing is employed to improve the quality of pages and catego-
rizations [[13]]. Categories are organized in a loose hierarchy. Some
cycles of linked categories exist, but the guideline is to avoid them.
Wikipedia takes some measures to prevent that similar categories
coexist. If two similar categories are discovered, one category is
chosen and whenever people try to use the other category, they are
redirected to the chosen category. For example if someone tries
to assign or find the Category:Authors, he is referred to the cate-
gory:Writers. Also if some different spelled versions of the same
category exists, category redirects are used, i.e. “Ageing” redirects
to “Aging”, and “Living People” redirects to “Living people”. This
system is in use not only for categories, but also for pages. Our test
collection does not include these redirect pages, so we have to find
some way to deal with these inconsistencies. Wikipedia’s category
information can provide valuable information when searching for
entities or information, but we have to take into account that the
data is noisy.

Entity ranking is becoming a popular task in the information re-
trieval field. Evaluation initiatives like INEX and TREC are run-
ning entity ranking tracks. People or expert search is an example
of an entity ranking task looking for one specific type of entity that
is drawing quite some attention [2]]. An issue in all entity ranking
tasks is how to represent entities, returning only the name of the en-
tity is not enough. People need to see some evidence, for example
surrounding text, why this entity is relevant to their query. Since
in this paper we restrict ourselves to entity ranking in Wikipedia,
which is also is done in the INEX entity ranking track, we can find
an easy way to represent entities. Namely, by representing them
as Wikipedia pages, and by defining Wikipedia categories as entity
types. Using this representation, the entity ranking task is similar to
ad hoc retrieval since both tasks return Wikipedia pages in response
to a keyword query. In the entity ranking track large improvements
are achieved when the category information is exploited. In this pa-
per we want to investigate the differences and similarities between
entity ranking and ad hoc retrieval in Wikipedia to see if we can
exploit category information for ad hoc retrieval as well.

In addition to the keyword query, entity ranking topics include
one or a few target categories, that indicate the category that the
search results should belong to. In the entity ranking task it is very
well possible that relevant pages are not assigned to the target cat-
egory. The category can either be a few steps away in the category
graph, or similar categories can be relevant. Another issue is that
some of the target categories provided in the entity ranking topics
are redirected, e.g. “Movies”. These categories in principle should
not contain any pages, and are not included in the category graph.



The entity ranking techniques that will be described in this paper,
are able to deal with these issues.

Since a requirement for a relevant result in entity ranking is to
retrieve the correct entity type, category information is of great im-
portance. Category information can also be regarded in a more
general fashion, as extra context for your query, which could be ex-
ploited for ad hoc retrieval. Our first research question is therefore:

e Can we use entity ranking techniques that use category infor-
mation for ad hoc retrieval?

Since usually ad hoc topics do not have target categories assigned to
them, and providing target categories for entity ranking is an extra
burden for users, we also examine ways to assign target categories
to queries. Our second research question is:

e Can we automatically assign target categories to ad hoc and
entity ranking topics?

This paper is organized as follows. In the next section we discuss
related work. In section [3] we look at the differences between en-
tity ranking and ad hoc retrieval. We analyze relevance assessment
sets of different topic sets. Section [] describes the models used
to exploit category information, and how categories are assigned
automatically to topics. In section 5] we describe our experiments.
Finally in section[6]we draw our conclusion.

2. RELATED WORK

The social network site Delicious{]_-]is annotated by users and pro-
vides category information in the form of informal tags. Much of
the early work on social annotations uses this resource, we will
discuss two of these papers here. In Wu et al. [14] a global se-
mantic model is statistically derived from the social annotations.
The semantic model helps to disambiguate tags and groups syn-
onymous tags together in concepts. Furthermore, the derived se-
mantic can be used to search and discover semantically related web
resources. Two aspects of social annotations that can benefit web
search are explored in Bao et al. [3]. These aspects are: the an-
notations are usually good summaries of corresponding web pages
and the count of annotations indicates the popularity of web pages.
Their approach is able to find the latent semantic association be-
tween queries and annotations, and successfully measures the qual-
ity (popularity) of a web page from the web users perspective.

Since 2007 an entity ranking track is run in INEX [5]. Using
category information is essential in this track, and almost all partic-
ipants use the category information in some form. We mention here
two interesting approaches. Our approach is closely related to Ver-
coustre et al. [12] where Wikipedia categories are used for entity
ranking and ad hoc retrieval by defining similarity functions be-
tween the categories of retrieved entities and the target categories.
The similarity scores are estimated using lexical similarity of cat-
egory names. To categorize the ad hoc topics, the query title is
sent to an index of categories that has been created by using the
names of the categories, and the names of all their attached entities.
Their model works well for entity ranking, but when applied to ad
hoc topics the entity ranking approach performs significantly worse
than the basic full-text retrieval run. Another well performing ap-
proach in the entity ranking track of 2007 comes from Tsikrika
et al. [11]. After relevance propagation, the entities that do not be-
long to a set of allowed categories are filtered out the result list.
The best allowed category set included the target categories with
their child categories up to the third level.

"http://delicious.com/

Besides in INEX, topical categories have been used in TREC
for ad hoc retrieval. The topics in TREC 1 and 2 include a topi-
cal domain in the query topic descriptions, which can be used as
topical context. It has been shown that these topical domains can
successfully be used as query context for ad hoc retrieval [1]. In
this paper the automatic and the manual assignment of topical cat-
egories is compared. Category models are created by using the
relevant documents or the top 100 documents retrieved for the in-
category queries. The top terms in the category models are used to
expand the query. Automatic query classification is done by cal-
culating KL- divergence scores. Although the accuracy of the au-
tomatic query classification is low, the effectiveness of retrieval is
only slightly lower than when the query topic category is assigned
manually.

The search engine ESTER combines full-text and ontology search
[4]. ESTER is applied to the English Wikipedia, combined with the
YAGO ontology, which contains about 2.5 million facts and was
obtained by a combination of Wikipedias category informations
with the WordNet hierarchy. The interactive search interface sug-
gests to the user possible semantic interpretations of his/her query,
thereby blending entity ranking and ad hoc retrieval.

3. ENTITY RANKING VS. AD HOC

The difference between entity ranking and ad hoc retrieval in
general is that instead of searching for relevant text, you are search-
ing for relevant entities. Entities can be of different types, a popu-
lar type of entity ranking is people search, other entity types can be
movies, books, cities, etc. One of the difficulties in entity ranking is
how to represent entities. Some supporting evidence in addition to
the entity id or name is needed to confirm that an entity is relevant.
The INEX entity ranking track uses Wikipedia pages to represent
entities, and assumes that all entities have a corresponding page in
Wikipedia [3].

A main difference between the INEX entity ranking and ad hoc
retrieval tasks lies in the assessments. In ad hoc retrieval, a doc-
ument is judged relevant if any piece of the document is relevant.
In the entity ranking track, a document can only be relevant if the
document is of the correct entity type, resulting in far less relevant
documents. The correct entity type is specified during topic cre-
ation as a target category.

3.1 Topics

For our experiments we use different INEX topic sets from the
2007 ad hoc and entity ranking tracks. The ad hoc assessments
are based on highlighted passages. Since we only do document
retrieval and do not return document elements or passages, we have
to modify the ad hoc assessments. In our experiments, a document
is regarded as relevant if some part of the article is regarded as
relevant, i.e. highlighted by the assessor [8]. Ad hoc topics consist
of a title (short keyword query), an optional structured query, a
one line description of the search request and a narrative with more
details on the requested topic and the task context. Entity ranking
topics do not have an optional structured query, but they do include
a few relevant example entities, and one or a few target categories.
The example entities are used in a list completion task, that we do
not consider in this paper. We only use the topic titles, and the
target categories of the entity ranking topics.

We run our experiments on the following topic sets:

e Set A: Entity ranking topics 60-100, consisting of 25 as-
sessed genuine entity ranking topics.

e Set B: Entity ranking topics 30-59, consisting of 19 assessed
entity ranking topics derived from ad hoc topics



Table 1: Topic examples

Set Topic Title Description Target Category

A Paul Auster novels I want a list of novels written by Paul Auster 685: novels

B/Ci  Van Gogh paintings Find lots of paintings from Van Gogh 87939: work of vincent van gogh
Ch Image processing segmentation wavelet ~ Find information about the use of wavelets for image processing

e Set C: Ad hoc topics 414-543, consisting of 99 assessed ad
hoc topics.
- C1: 19 Ad hoc topics that have been used to create the
entity ranking topics 30-59.
- C'5: The remaining 80 ad hoc topics.

Set A consists of genuine entity ranking topics, set C consists
of genuine ad hoc topics. Set B and set C consist of the same
topics, but with different relevance assessments, i.e. entity ranking
assessments for set B and ad hoc assessments for set C>. These
different topic sets allow us to explore the relations between ad hoc
retrieval and entity ranking. Example topics of each set are given
in Table[Tl

3.2 Relevance Assessments

In order to gain some information on category distributions within
the retrieval results, we analyze the relevance assessment sets. We
show some statistics in Table 2] As expected, the ad hoc topics
contain more relevant pages. The relevance assessment set of topic
set B, contains all relevant pages from topic set C;. Of these pages
41.4% are relevant for the entity ranking task.

For each topic we determine the most frequently occurring cat-
egory in either all pages or only the relevant pages. Then we cal-
culate what percentage of pages is assigned to this majority cate-
gory. For the ad hoc topic sets the categories are the most diverse,
only around 6-7% of the pages belong to the same category. The
categories in the entity ranking topic sets are more focused, with
16.3% of pages in set A belonging to the majority category, and
even 31.6% of the pages in set B.

The majority categories in the relevant pages are quite large within
these relevant pages, around 60% for the entity ranking topics, and
still around 32% for the ad hoc topics. What is interesting for the
entity ranking topics, is that this percentage is much higher than
the percentage of relevant pages belonging to the target category.
This means that there are categories other than the target category,
which are good indicators of relevance. It seems that in many cases
the target category can be more specific, e.g. to our example topic
‘Paul Auster novels’ category ‘685: novels’ is assigned. The major-
ity category in the relevant pages is ‘68456: books by paul auster’.
This category is far more specific, and using it probably leads to
better results.

For all topic sets we see that from the relevant pages a far higher
percentage belongs to the majority category than non-relevant pages.
This might imply that category information can not only be benefi-
cial for entity ranking topics, but also ad hoc topic results could be
improved if the right target categories can be found.

For the entity ranking topics we can also determine how many of
the pages belong to one of the specified target categories. In fact,
only 11.3% of set A pages and 16.7% of set B pages belong to a
target category. The runs used to create the pool for topic set B
are ad hoc runs, so the target categories have not been taken into
consideration here. In topic set A however the target categories
were available, but here less pages belong to the target category
indicating that target categories themselves are not treated as an
important feature in the submitted runs. Considering that 11.1% of
the non-relevant pages also belong to the target category, this is a
good decision.

Table 2: Relevance assessment sets statistics
Set A B 4 Co

Avg. # of pages 485 83 611 612

Avg. % relevant pages  0.04 0.414 0.135 0.089
Pages with majority category of all pages:

all pages 0.163 0.316 0.066  0.059

relevant pages 0.313 0426 0.200 0.200

non-relevant pages 0.154 0.167 0.045 0.048
Pages with majority category of relevant pages:

all pages 0.084 0.281 0.047 0.047

relevant pages 0.590 0.630 0.318 0.316

non-relevant pages 0.064 0.074 0.016 0.028
Pages with target category:

all pages 0.113  0.167

relevant pages 0.277 0.387

non-relevant pages 0.111  0.048

Over all kinds of pages, set B has more focused categories than
set A, the genuine entity ranking set. This can be explained by the
fact that the pages in set B were already assessed as relevant for
the ad hoc topic, so at least topically they are more related.

Now that we have found some indications that category infor-
mation is indeed useful for entity ranking topics, and could also be
useful for ad hoc topics, in the next section we describe how we
can make use of the category information.

4. USING CATEGORY INFORMATION

Category information has been proved to be of great value for
entity ranking in Wikipedia [11}|12]. Other sources of information
like link information also lead to improvements, but these are in
general much smaller. Although for each topic one or a few target
categories are provided, relevant entities are not necessarily asso-
ciated with these provided target categories. In section [3.2) we al-
ready saw that on our data sets less than 40% of the relevant pages
belong to the target category. Simply filtering on pages belonging
to the target category already helps, but more can be done. We
have to take into account that relevant entities can also be associ-
ated with categories linked to or from the target category or other
similar categories. Therefore, we define similarity functions be-
tween the categories of retrieved entities and the target categories.
The similarity scores are estimated using lexical similarity of cat-
egory contents. This approach is similar to Vercoustre et al. [12],
but they use lexical similarity of category names. We think using
category contents will make our approach more robust. Also, since
Wikipedia pages are usually assigned to multiple categories, not all
categories of an answer entity will be similar to the target category.
We calculate for each target category the distances to the categories
assigned to the answer entity.

4.1 Model

To calculate the distance between two categories we use a lan-
guage modeling approach [6]. First of all we make a maximum
likelihood estimation of the probability of a term occurring in a
document belonging to a certain category. To avoid a division by
zero, we smooth the probabilities of a term occurring in a category



with the background collection:
P(t1, ... ta|C) = D AP(|C) + (1 = M) P(L|D) (1)
i=1

where C, the category, consists of the concatenated text of all pages
belonging to that category. D is the entire Wikipedia document
collection, which is used to estimate background probabilities. The
final P(¢|C) is estimated with a parsimonious model [7] that uses
an iterative EM algorithm as follows:

. _ aP(t|C)
E-step: @ = e TBaIe) + (1- a)PED)
M-step: P(t|C) = o ,i.e. normalize the model  (2)
D€t

The maximum likelihood estimation of P(¢|C) is used as initial
probability. Now we can calculate distances between categories.
We do this using KL-divergence to calculate a category score that is
high when the distance between the categories is small as follows:

Scat(Ct|Ca) = —Drr(Ct|Cq)

35 o (2452)

teCly

where d is a document, i.e. an answer entity, C'; is a target category
and Cy a category assigned to a document . The score for an an-
swer entity in relation to a target category is the highest score, cor-
responding to the smallest distance, from the scores Scqt (Ct|Ca),
the scores for the distances from the categories of the document to
the target category. In contrast to Vercoustre et al. [12], where a ra-
tio of common categories between the categories associated with an
answer entity and the provided target categories is calculated, we
take for each target category only the minimal distance of the dis-
tances from the answer entity categories to a target category. So if
one of the categories of the document is exactly the target category,
the distance and also the category score for that target category are
0, no matter what other categories are assigned to the document.
The category score for an answer entity in relation to a query topic
(Scat (d|QT)) is the sum of the scores of all target categories:

Seat(dQT) = ) argmax Seat(Ci|Ca) 3)
creQr €

Besides the category score, we also need a query score for each
document. This score is calculated using a language model with
Jelinek-Mercer smoothing without length prior:

P(q1, ey qnld) = Z AP(gild) + (1 = \)P(q:|D) (4

Finally, we combine our query score and the category score through

a linear combination. Both scores are calculated in the log space,
and then a weighted addition is made.

S(dQT) = pP(gld) + (1 — p)Scat (d|QT) 5)

4.2 Automatic Assignment

Besides using the target categories provided with the query top-
ics, we also look at the possibility of automatically assigning target
categories to entity ranking and ad hoc topics. Since the entity
ranking topic assessments heavily depend on the target categories
used during assessment, the automatically assigned categories will
have to be suitably similar to the provided target categories in order
to perform well. The advantage of automatically assigning target
categories is that no effort from a user is required.

There are many ways to do automatic topic categorization, for
example by using text categorization techniques [9]. For this paper
we keep it simple and exploit the existing Wikipedia categorization
of documents. From our baseline run we take the top 10 results,
and look at the most frequently occurring categories belonging to
these documents. The two most frequent categories are assigned as
target categories to the query topic, if the category occurs at least
two times in the top results.

Entity ranking topics look for a collection of pages belonging to
the same entity type, instead of just any type of document. Ad hoc
topics look for any type of document as long as it is on the query
topic. Not all categories in Wikipedia are entity types, but there
are also topical categories, that are assigned to all pages on that
particular topic. The automatic assignment of categories is applied
in the same way to entity ranking and ad hoc topics, but looking at
these categories for the entity ranking topics in almost all cases the
category can be considered as a (usually low level) entity type. For
the ad hoc topics there is still a considerable number of entity type
categories but topical categories occur regularly here as well. In
order to compare manual and automatic assignment of categories
on the ad hoc topics as well, we have manually assigned target
categories to the ad hoc topics. These categories are not necessarily
entity types, the category that seems closest to the query topic is
selected, i.e. for the query “Steganography and its techniques” the
category “Steganography” is assigned as target category.

S. EXPERIMENTS

In this section we first describe our experimental setup before
going into details of our results. We compare ad hoc topics to en-
tity ranking topics, and also we look at the effects of using auto-
matically assigned categories instead of manually assigned target
categories.

5.1 Experimental Setup

To create our baseline runs incorporating only the query score,
we use the Indri search engine [10]]. Our baseline model is a lan-
guage model using Jelinek-Mercer smoothing with a collection A
of 0.1. Also pseudo-relevance feedback is applied, using the top
50 terms from the top 10 documents. The category score is only
calculated for the top 1000 documents of the baseline run. These
documents are reranked to produce the run that combines query and
category score.

We have four topic sets A, B, C1, and C3, and two possible topic
assignments, manually or automatically. The manual categories are
the provided target categories for the entity ranking topics and for
the ad hoc topics target categories are manually assigned by the
author. For the parameter p we tried values from O to 1, with steps
of 0.1. The best values of 1 turned out to be on the high end of this
spectrum, therefore we added two additional values of p: 0.95 and
0.98.

5.2 Experimental Results

The results of our experiments expressed in MAP are summa-
rized in Table |3} This table gives the query score, which we use as
our baseline, the category score, the combined score using ;1 = 0.9
and the best score of their combination with the corresponding
value of u.

The baseline score on the entity ranking topics is quite low as
expected. Using only the keyword query for article retrieval, and
disregarding all category information, can not lead to good results
since the relevance assessments are based on the category informa-
tion. For the ad hoc topics on the other hand, the baseline scores are
good. They would have been ranked among the top 10 participants



Table 3: Retrieval results in MAP

Query  Category Comb. Best Score

Cats Set pu=10 wpn=00 uw=09 pu

Man A  0.1840 0.1231° 0.2481° 0.9  0.2481°
Man B  0.2804 0.2547° 0.3848* 0.8  0.4039°
Man C:; 0.3653 0.2067° 0.4308° 09  0.4308°
Man C> 03031 0.1761° 0.3297° 095 0.3327°
Auto A 01840 0.1779° 0.2308° 0.8  0.2221°
Auto B 0.2804 0.2671° 0.3607° 09  0.3607°
Auto Cp 03653 0.2641° 039237 095 0.4081°
Auto C> 03031 0.1692° 031227 095 0.3284°

Significance of increase or decrease over baseline (query score)
according to t-test, one-tailed, at significance levels 0.05(°),
0.01(°), and 0.001(®).

of the 2007 ad hoc track.

The best value for p differs per topic set, but for all sets p is quite
close to 1. This doesn’t mean however that the category scores are
not important, which is also clear from the improvements achieved.
The reason for the high g values is that the category scores are in a
larger order of magnitude, because instead of scoring a few query
terms, all the terms occurring in the language model of the cate-
gory are scored. So even with small weights, the category score
contributes significantly to the total score. Normalizing the scores
can give a realistic estimation of the value of the category informa-
tion.

Ad Hoc vs. Entity Ranking

From the four topic sets, the baseline scores best on the two ad
hoc topic sets C7 and C. There is quite a big difference between
the two entity ranking topic sets, where the topics derived from the
ad hoc topics are easier than the genuine entity ranking topics. The
topics derived from the ad hoc topics are a selection of the complete
ad hoc topic set, and mostly easy topics with a lot of relevant pages
are selected. The genuine entity ranking topics are developed by the
participants in the INEX entity ranking track who have less insight
into topic difficulty.

The entity ranking topics benefit greatly from using the category
information with significant MAP increases of 35% and 44% for
topic sets A and B respectively. When only the category score
is used to rerank the top 1000 results, the scores are surprisingly
good, for set B MAP only drops a little with no significant differ-
ence from 0.2804 to 0.2655. Apparently the category score really
moves up relevant documents in the ranking. When we use the
category information for the ad hoc topics with manually assigned
categories improvements are smaller than the improvements on the
entity ranking topics, but still significant with MAP increases of
18% and 10% for set C and C' respectively. So, we have success-
fully applied entity ranking techniques to improve retrieval on ad
hoc topics. The improvements are bigger on the ad hoc topics that
are later converted into entity ranking topics, indicating that queries
that can be labeled as entity ranking topics benefit the most from
using category information.

Our approach compares favourably to other approaches on these
data sets. Topic sets A and B together form the test data of the
2007 INEX entity ranking track. Our best score on this test data
is achieved with ;4 = 0.8 which leads to a MAP of 0.313. This
score is better than any of the official submitted runs, of which the
best run achieves a MAP of 0.306. Likewise, topic sets C7 and Co
together form the test data of the 2007 INEX ad hoc track. If we
compare our best automatic run to the official submitted runs, our

combined run including the category score with ;& = 0.95 outper-
forms all official runs in two out of the three tasks in this track.

Manual vs. Automatic Assignment

From the analysis of the relevance assessment sets we already got
some indications that there are other categories besides the target
category that are dominant in the relevant documents. It turns out
that the automatic assignment of target categories works not as
good as manually assigning the target categories, but it does come
sufficiently close. When we look at the category scores only, the
automatically assigned topics perform even better than the manu-
ally assigned categories, except on set C's, the real ad hoc topic set.
For the ad hoc topic set C'2, using manually assigned topics leads to
an improvement of 8% over the baseline, resulting in a best score
of 0,3284, compared to 0,3327 with manually assigned categories.
For all topic sets using the automatically assigned categories leads
to significant improvements over the baseline.

During the automatic assignment we use the top 10 results of the
baseline run as surrogates to represent relevant documents. So we
would expect that if the precision at 10 is high, this would lead to
good target categories. However, precision at 10 of the baseline for
topic set A, is only 0.2640, but the category score is almost as good
as the query score (0.1840 and 0.1779 respectively). On the real
ad hoc topics precision at 10 is better with 0.4787, but the category
score does not improve accordingly.

The question remains why the combined scores of the automat-
ically assigned categories are worse than the combined scores of
the manually assigned categories while their category scores are
higher. The automatically assigned categories may find documents
that are already high in the original ranking of the baseline run,
since the categories are derived from the top 10 results. The man-
ually assigned categories do not necessarily appear frequently in
the top results of the baseline, so the category scores can move up
relevant documents that were ranked low in the baseline run.

6. CONCLUSION

In this paper we have investigated the use of annotations or cat-
egories to find entities and information in the Wikipedia domain,
examining the differences and similarities between these two tasks.
We started with analyzing the relevance assessment sets for entity
ranking and ad hoc topic sets. Less than 40% of the relevant pages
belong to a provided target category, so simply filtering on the tar-
get category is not sufficient for effective entity ranking. Further-
more, the provided target categories are not always the majority
category among the relevant pages, these majority categories are
often more lower level categories.

Moving on to our experiments, we found a positive answer on
our research question if entity ranking techniques can be used on
ad hoc topics. Using category information leads to significant im-
provements over the baseline for both ad hoc and entity ranking
topics. Considering our second research question, automatically
assigned categories prove to be good substitutions for manually
assigned target categories. Similar to the runs using manually as-
signed categories, using the automatically assigned categories leads
to significant improvements over the baseline for all topic sets.

In future work we want to experiment with different methods
to estimate distances between categories. Besides calculating KL-
divergence scores on category contents and titles, distances can
be estimated by counting collocations of categories on Wikipedia
pages, or by calculating distances in the category graph. Another
issue that requires some more attention is the automatic assignment
of categories. We have only experimented with an approach that
uses the majority categories of the top 10 results, but it might well



be possible to obtain better categories with other approaches. Fi-
nally, our test collection has some limitations. Wikipedia is a very
controlled form of user-generated content, so it is still a question
whether a similar approach can be applied to less organized net-
works of user-generated content. Furthermore, our Wikipedia col-
lection is already a few years old and does not include page and
category redirects. In the last years Wikipedia is evolving rapidly
so it would be interesting to repeat some experiments using all fea-
tures of the current Wikipedia.
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