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This article studies one of the main bottlenecks in provid-
ing more effective information access: the poverty on the
query end. We explore whether users can classify key-
word queries into categories from the DMOZ directory
on different levels and whether this topical context can
help retrieval performance. We have conducted a user
study to let participants classify queries into DMOZ cat-
egories, either by freely searching the directory or by
selection from a list of suggestions. Results of the study
show that DMOZ categories are suitable for topic catego-
rization. Both free search and list selection can be used
to elicit topical context. Free search leads to more spe-
cific categories than the list selections. Participants in
our study show moderate agreement on the categories
they select, but broad agreement on the higher levels
of chosen categories. The free search categories signifi-
cantly improve retrieval effectiveness. The more general
list selection categories and the top-level categories do
not lead to significant improvements. Combining topi-
cal context with blind relevance feedback leads to better
results than applying either of them separately. We con-
clude that DMOZ is a suitable resource for interacting
with users on topical categories applicable to their query,
and can lead to better search results.

Introduction

In this article, we study one of the main bottlenecks in
providing more effective information access: the poverty on
the query end. With an average query length of about two
terms (Jansen, Spink, & Koshman, 2007; Jansen, Spink, &
Saracevic, 2000; Lau & Horvitz, 1999), users provide only a
highly ambiguous statement of the, often complex, underly-
ing information need. This significantly restricts the ability of
search engines to retrieve exactly those documents that are
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most relevant for the user’s needs. To overcome this prob-
lem, we associate the query with topical context. If query
topics can successfully be associated with topic categories,
this topical context can be used in different ways, i.e., to
improve retrieval effectiveness, to filter out results on non-
relevant topic categories or to cluster search results. In this
article, we will investigate how to get and use topical context
at different levels of granularity.

We make use of a web directory to obtain a hierarchy of
topically organized web sites to use as a source of topical
context. Two large web directories that have organized their
information into hierarchical topical categories are DMOZ1

andYahoo! Directory.2 In addition, Wikipedia3 has an exten-
sive category hierarchy to classify its articles. In the early
days of the internet, web directories were used as a starting
point for most activities. Nowadays, browsing in these types
of directories is largely replaced by search. Yet, in China
directories are still popular (Lee, 2008). There has been a
stream of articles that use some form of topic model or con-
text that use the DMOZ directory to represent categories (see
Related Work). DMOZ has a lot of attractive features. It is
hierarchical, large, and it covers a wide range of topics. The
sites in the DMOZ directory are of high quality and selected
by human editors, thus, providing us with potentially good
feedback documents. A disadvantage of using a topic direc-
tory is that there is not an applicable topic category for every
query. The DMOZ directory is very general, however, and if
there is no topic category that applies to the query, there is
usually a higher level category under which the query can be
placed. Effectively communicating the category to the user
is essential, and topical feedback using DMOZ categories by
design generates clear intelligible labels (in contrast with, for
example, clustering techniques such as described by Hearst &

1http://www.dmoz.org/
2http://dir.yahoo.com/
3http://www.wikipedia.org/
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Pedersen, 1996). In this article, we therefore use the DMOZ
directory to represent topical categories.

Queries can be associated with a topical category by
using implicit or explicit techniques. Implicit techniques
unobtrusively obtain information about users by watching
their natural interactions with the system (Kelly & Teevan,
2003). Topical context can be elicited implicitly by using a
user profile built on previous information seeking behavior,
previously issued queries, selection and reading time of doc-
uments, etc. We elicit the context explicitly as a first step,
i.e., ask the user to classify a query into a topical category.
Eliciting the context implicitly is another challenge, which
is only useful to explore once we can ascertain that topical
context can indeed be used to improve retrieval effectiveness.

The DMOZ directory consists of hundreds of thousands
categories; hence, for users it might not be so easy to find
the DMOZ category that applies best to their query. There
is a trade off between the specificity of the user catego-
rization and the effort that is needed to select this category.
Searching or browsing the complete directory requires the
most effort from the user, but can result in finding more spe-
cific categories. Another option is to aid the user by a list of
suggested categories. Choosing from a list of suggested cat-
egories requires less effort from the user, but there is a risk
that the best possible category is not included in the list of
suggestions.

Once the queries are associated with topical context,
we experiment with using this topical context to improve
retrieval results. We use the topical context in a similar way as
relevance feedback, that is, we expand the query with terms
from documents from the associated DMOZ category. We
examine whether there is also a trade off between the level
of categorization, and retrieval effectiveness when the topical
context is used. We expect that low level and thus specific cat-
egories will prove most beneficial for retrieval effectiveness,
because for low-level categories, the specificity of the cate-
gory will be more similar to the specificity of the query than
for high-level categories. The closer the topic of the query is
to the topic of the category, the more likely the documents in
this category will contain terms relevant to the query, and thus
the more likely these are beneficial query expansion terms.

In this article, we address the following main research
question:

• How can we explicitly extract and exploit topical context from
the DMOZ directory?

This main research question consists of two parts, the first
part deals with the extraction of topical context:

1. How well can users classify queries into the DMOZ
categories?

We conduct a user study to answer our first research
question. We explore whether the DMOZ categories are
representative for queries, that is, whether the DMOZ
directory contains categories into which queries can be
classified. The DMOZ directory contains a large number
of categories, 590,000 in our test collection. This equals
the amount of words in the Oxford English Dictionary

(2011). Although we have to keep in mind that cate-
gories can be composed of multiple words, the amount
of categories in DMOZ seems to be a promising repos-
itory to classify queries. Furthermore, we compare two
different forms of extracting context explicitly, i.e., free
search or browsing of the categories on the DMOZ site,
and evaluation of categories from a list of suggestions.

To answer the second part of our main research question,
we use the results from our user study to look at the effects
of using topical context on retrieval performance:

2. How can we use topical feedback to improve retrieval
results?

We compare the performance of runs using topical feed-
back in addition to the query. The topical feedback consists
of categories on different levels in the DMOZ directory.
In our work, topical feedback is feedback in the form of a
(DMOZ) category and relevance feedback is feedback in
the form of a document. We focus on the use of explicit
topical feedback, i.e., a user has explicitly marked a cate-
gory as relevant, and implicit or blind relevance feedback,
i.e., it is assumed that top-ranked documents are relevant
to the query. We do not study implicit topical feedback in
this article.

A question that arises when applying feedback tech-
niques is how they relate to blind as wells as true relevance
feedback, the most common use of feedback. Our third
research question therefore is:

3. Does topical feedback improve retrieval results obtained
using relevance feedback?

The remainder of this article is organized as follows. In
the next section, we discuss related work. We describe the
data in the third section, i.e., the queries, the test collec-
tion, and the DMOZ directory. In the section Models, we
describe the language models that we are using for topic
categorization and retrieval. In the next section, we discuss
the user study we have conducted to categorize queries into
DMOZ categories. We describe the retrieval experiments
where we use the topical context elicited in our user study
to improve retrieval effectiveness in the section Retrieval
Using Topical Feedback. In the final section, we draw our
conclusions.

Related Work

In this section, we discuss related work on relevance feed-
back and topical feedback, other sources of context including
user profiles, cluster-based retrieval, and latent semantic
analysis.

The most common form of exploiting query context is
through relevance feedback. When relevance feedback
is applied, documents that are considered relevant, either
because the documents are top-ranked in the initial ranking,
or because users marked them as relevant, are exploited in a
second iteration of the retrieval process.

Relevance feedback has been around for a long time
already. In the seventies, Rocchio (1971) first applied rel-
evance feedback on a vector space retrieval model. This
relevance feedback approach maximizes the difference
between the average vector of the relevant documents and
the average vector of the non-relevant documents by adding
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query terms and by the reweighing of query terms to reflect
their utility in discriminating relevant from non-relevant doc-
uments. Some years later feedback methods based on the
probabilistic feedback model were introduced. Probabilis-
tic retrieval models rank documents in decreasing order of
probabilities of relevance, where initial probabilities of rel-
evance are estimated by a constant for the query terms for
the relevant documents and by the probabilities of terms
in the whole background collection for non-relevant doc-
uments. Relevance feedback is applied by substituting the
initial estimated probabilities of terms by using the accumu-
lated statistics relating to the relevance or non-relevance of
previously retrieved items (Salton & Buckley, 1990).

A widely used relevance feedback model was introduced
by Lavrenko and Croft (2001). This so-called relevance
model provides a formal method to determine the probabil-
ity P(w|R) of observing a word w in the documents relevant
to a particular query. They are using the top-ranked docu-
ments retrieved by the query as implicit feedback, but the
same model can be used when explicit relevance judgments
are available. The method is a massive query expansion tech-
nique where the original query is completely replaced with a
distribution over the entire vocabulary of the feedback docu-
ments. An overview of relevance feedback techniques can be
found in (Ruthven & Lalmas, 2003).

A problem with systems incorporating relevance feedback
is that they generally do not give the user enough context on
which to base their relevance decisions, e.g., how many doc-
uments should be marked as relevant, how relevant should
a document be before being marked as relevant, and what
does not relevant mean? Getting the user to provide explicit
feedback is not easy, and making the process of assessing
relevance more difficult may result in less interaction not
more (Ruthven & Lalmas, 2003). Another factor that influ-
ences the interaction of the user with the system is the user’s
experience with searching in general, and the experience with
the system at hand. More experienced users are more flex-
ible and are more likely to use different search strategies
according to the familiarity to the search topic (Hsieh-Yee,
1993).

Instead of using previously retrieved documents for feed-
back, we aim to use other sources of information that are
topically related to the query. There is a range of studies that
use topical context similar to our approach, i.e., by exploit-
ing an external knowledge source to group topically related
documents into categories and associate these categories
with the query. Categories can be associated with queries
explicitly by users, or implicitly by a query categorization
method.

Wei and Croft (2007) manually assign DMOZ categories
to queries according to some basic rules.A topic model is built
from the documents in the selected category, and queries are
smoothed with the topic model to build a modified query.
A query likelihood model using this modified query does
not outperform a relevance model using pseudo-relevance
feedback. A combination of applying the relevance model
for queries with low clarity scores, meaning clear queries,

and the topic model smoothing otherwise, leads to minor
improvements over the relevance model.

Ravindran and Gauch (2004) designed a conceptual search
engine where users can input DMOZ categories as context for
their search. Document scores for retrieval are a combination
of the key word match and the category match. This improves
the precision of the search results.Additionally, search results
are pruned, i.e., documents that do not match any of the cate-
gories provided with the query are removed, leading to further
significant improvements of the retrieval results.

Topical categories as a source of query context have also
been used in TREC (Text REtrieval Conference) for ad hoc
retrieval. The topics in TREC 1 and 2 include a topical
domain in the query descriptions, which can be used as topi-
cal context. It has been shown that these topical domains can
successfully be used as query context for ad hoc retrieval (Bai,
Nie, Bouchard, & Cao, 2007). In this article, the automatic
and the manual assignment of categories is compared. Cate-
gory models are created by using the relevant documents or
the top 100 documents retrieved for the in-category queries.
The top terms in the category models are used to expand the
query. Automatic query classification is done by calculating
KL-divergence scores. Although the accuracy of the auto-
matic query classification is low, the effectiveness of retrieval
is only slightly lower than when the category is assigned man-
ually. Both lead to significant improvements over a baseline
that does not incorporate topical context.

Haveliwala (2002) considers two scenarios to assign cat-
egories to queries. In the first scenario, unigram language
models are used to calculate the class probabilities given a
query for each of the 16 top-level DMOZ categories. The
three categories with the highest probabilities are selected
to compute topic-sensitive PageRank scores. Offline a set
of PageRank scores has been calculated for each page and
each category. In the second scenario, context of the query is
taken into account. For example, users can highlight a term
in a web page, and invoke a search. The context, in this case
the web page, is then used to determine the category. Instead
of only the query terms, the terms of the whole page are
used to rank the 16 top-level DMOZ categories. Two other
sources of query context are also suggested. First, using the
history of queries issued leading up to the current query. Sec-
ond, if the user is browsing some sort of hierarchical directory,
the current node in the directory that the user is browsing at
can be used as context. Potential query-independent sources
of context include browsing patterns, bookmarks, and e-mail
archives.

Successful, domain-specific applications of exploiting
topical context can be found in the social science and
genomics domain. Meij, Trieschnigg, De Rijke, and Kraaij
(2010) leverage document-level concept annotations for
improving full-text retrieval using the Medical Subject Head-
ings (MeSH) thesaurus to improve genomics information
retrieval and annotations of the CLEF collections to improve
results in the CLEF domain-specific track. The original query
is translated into a conceptual representation by means of
relevance feedback, which is subsequently used to expand
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the query. Trieschnigg, Pezik, Lee, De Jong, Kraaij, and
Rebholz-Schuhmann (2009) automatically annotate queries
with MeSH concepts. A K-Nearest Neighbor classifier clas-
sifies documents by looking at the manual classification of
similar or neighboring documents. Combining the textual and
conceptual information leads to significant improvements on
the TREC Genomics test collection.

Besides topical context, other forms of context can
be explored, e.g., entity-type information (Balog, Vries,
Serdyukov, Thomas, & Westerveld, 2009; Demartini,
Iofciu, & Vries, 2009), document-type information (Kim &
Croft, 2010), genres of web pages or lexical context. Rosso
(2008) explores user-based identification of web genres. He
defines genre as: a document-type based on purpose, form,
and context, e.g., genres can be resumes, scientific articles
or tax income forms. In this study, users develop and agree
upon a genre ontology or palette for the edu domain. Lex-
ical context of query terms can, for example, be extracted
from Wordnet Miller (1995), which contains all kind of
lexical relations to terms such as synonyms, hyponyms,
and antonyms. Voorhees (1994) finds query expansion by
lexical-semantic relations provides the potential to improve
short, imprecise queries, but on average little improvement is
achieved.

Instead of using groups of documents that are topically
related to the query as context, the context can also con-
sist of documents that are associated with a user. In this
case, a user profile independent of the query is created and
used at retrieval time to personalize and improve the retrieval
results. These user profiles can be built in different ways,
e.g., by monitoring the user’s search behavior or by ask-
ing the user for explicit feedback. When explicit feedback
is requested from the user, topical categories from web direc-
tories such as DMOZ can be used to represent the user’s
search profile. Chirita, Nejdl, Paiu, & Kohlshuetter (2005)
let users pick multiple DMOZ categories to create user pro-
files that fit their interests. At run-time the output of a search
engine is reranked by considering the distance between a
user profile and the sets of DMOZ categories covered by
each URL returned in the regular web search. Trajkova and
Gauch (2004) build user profiles implicitly based on the user’s
search history. Web pages that a user has visited for at least
a minimum amount of time are classified into a category
from the top three levels of the DMOZ directory by using the
highest weighted 20 words are to represent the content of
the web page.

Liu,Yu, and Meng (2002) combine user profiles with query
specific profiles to map a user query to a set of categories. User
profiles are created automatically by using the search history,
which consists of the issued queries, relevant documents, and
related categories. A new incoming query is mapped to a set
of categories using the user profile, the query specific profile,
or a combination of both. Categories from DMOZ are ranked,
and the top three categories are shown to the user who can
select the category that best fits his search intention.Although
this work provides a promising method to determine the cat-
egories associated with a query for a specific user, no method

to exploit this information to improve the search results is
suggested.

Another area of related work does not use an external
knowledge source to identify groups of topically related doc-
uments. Instead, groups of topically related documents or
terms to the query are identified implicitly by using search
log and click data, by using the document collection at hand,
the so-called cluster-based retrieval, or by latent semantic
analysis.

An example of the use of search logs for topical search can
be found in (Sondhi, Chandrasekar, & Rounthwaite, 2010).
Contextual key words derived from topic-specific query logs
are added to the initial query and submitted to a standard
search engine. The altered queries help to focus the search
engines results to the specific topic of interest. Cluster-based
retrieval is a retrieval method inspired by the cluster hypoth-
esis: “closely associated documents tend to be relevant to
the same requests” (Van Rijsbergen, 1979). Documents are
grouped into clusters, which can be used in different ways
during the retrieval stage, i.e., clusters can be returned in
their entirety in response to a query, or they can be used as
a form of document smoothing. Document clustering can be
performed online at retrieval time, depending on the query,
which can be expensive, or offline and query independent,
which may be based on factors irrelevant to the user infor-
mation need (Liu & Croft, 2004). Effectively communicating
the category to the user is essential in user interaction. In con-
trast with clustering techniques, our topical feedback method
will by design generate clear intelligible labels, because we
use the DMOZ category labels.

A more mathematical approach using topic models is
latent semantic analysis (Deerwester, Dumais, Furnas, Lan-
dauer, & Harshman, 1990). Latent semantic indexing uses
linear algebra techniques to detect conceptual relations in
a document collection. An underlying or latent structure is
assumed in the document-term matrix. This latent seman-
tic structure is modeled on the basis of topics rather than
individual terms. The result is a much smaller representation
space, which can retrieve documents that share no words
with the query. Two more latent topic models have since
been developed, both applicable retrieval tasks. Hofmann
(1999) introduced probabilistic latent semantic indexing,
which is based on the likelihood principle and defines a gen-
erative model of the data. Each document is modelled as
a mixture of topics. Latent Dirichlet allocation (Blei, Ng,
Jordan, & Lafferty, 2003) is similar to probabilistic latent
semantic indexing, but the topic distribution is assumed
to have a Dirichlet prior. Latent Dirichlet allocation does
not outperform a relevance model using pseudo-relevance
feedback, but it can be calculated offline, which could be
an advantage for some applications (Wei & Croft, 2006).
Azzopardi, Girolami, and Rijsbergen (2004) use a document-
specific term prior based on inferred topics induced from
the corpus using LDA. The method achieves results com-
parable to the standard models, but when combined in a
two-stage language model, it outperforms all other estimated
models.
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FIG. 1. TREC ad hoc query topic 701.

Comparing our work to the related work described in this
section, our contributions are:

• We conduct a user study to have participants explicitly
assign DMOZ categories to queries shedding light on the
(im)possibility of using topical context.

• Our approach is tested on a larger test collection with a
larger number of queries than in the previous work. All pre-
vious works use either small document collections or a small
number of queries created by the authors, which lead to
questionable results and also avoid issues with efficiency.

• Most related work does not take into account the relation
of topical feedback to relevance feedback. We take this into
account and can therefore measure the additional value of
topical feedback.

Data

In this article, we investigate whether we can use the
DMOZ directory as a source of topical context. We use top-
ics from the TREC 2008 Terabyte and Relevance Feedback
tracks as test data (TREC, 2011). The TREC Terabyte track
ran for 3 years, and provides us with 150 ad hoc topics that
consist of three components, i.e., title, description, and nar-
rative. The title field contains a key word query, similar to a
query that might be entered into a web search engine. The
description is a complete sentence or question describing the
topic. The narrative gives a paragraph of information about
which documents are considered relevant and/or irrelevant.
An example query topic is shown in Figure 1. To retrieve doc-
uments, we will only use the title part of the query and not the
description and the narrative. The relevance feedback track
reuses topics from the terabyte track, but adds sets of known
relevant and non-relevant documents to the topics that can be
used for feedback.

Common query topics are on health, animals, and educa-
tion. Some of the topics request information about specific
U.S. or U.S. government matters. From our test collection,
we remove the topics that are too specific for the U.S. and
will be difficult to understand for the non-American partici-
pants in our user study. NIST (National Institute of Standards
and Technology) assessors create the topics and judge the
relevancy of documents in the test collection. They have good

knowledge about the test collection and the US government
in general.

The DMOZ directory is organized as a tree, where the
topic categories are inner nodes and pages are leaf nodes.
An example of a typical page in DMOZ can be found in
Figure 2.As you can see the page for the category,Amsterdam
contains a number of links to subcategories, as well as two
links to pages about Amsterdam. Nodes cannot only have
multiple child nodes, but by using symbolic links, nodes can
appear to have several parent nodes as well. Since the DMOZ
directory is free and open, everybody can contribute or re-use
the data set, which is available in RDF. Google for example
uses DMOZ as basis for its Google Directory service (Chirita
et al., 2005).

At the time of writing, the complete DMOZ directory con-
tains one million categories. At the time of our data dump in
the beginning of 2008, it consisted of over 590,000 categories.
The number of sites included in the directory is however
stable at 4.8 million sites. In our experiments we exclude
categories under the “World” category, because it contains
categories in languages other than English. The number of
categories and sites at different levels in the DMOZ direc-
tory is given in Table 1. For levels 1–4, these numbers are
calculated using our test collection, for the complete direc-
tory (row “All”) the numbers are taken from the DMOZ
homepage.

We use the DMOZ corpus as the background collection
for our language models. It consists of the raw text of all web
pages up to level 4 we were able to crawl (459,907 out of
600,774). For efficiency reasons, all words that occur only
once are excluded from the background corpus. The corpus
consists of a total number of 350,041,078 words.

The web collection that is used to search relevant pages for
these topics is the .GOV2 collection, a collection of web data
crawled from web sites in the .gov domain during early 2004.
Topics are only created if the .GOV2 collection contains rel-
evant pages for the topic. The DMOZ directory is intended to
cover the whole web, thereby also including the .gov domain.
In total, 5,339 sites, i.e., around 1% of the sites in our test
collection consisting of levels 1–4 of the DMOZ directory is
from the .gov domain. Some of the DMOZ categories hardly
contain any sites from the .gov domain, e.g., games, shopping,
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FIG. 2. Page of category ‘Amsterdam’ in the DMOZ directory. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

TABLE 1. Size of our DMOZ test collection.

Level # Categories # Sites

1 15 86
2 574 6,776
3 6,501 128,379
4 29,777 379,619
All over 590,000 4,830,584

and sports. The categories health, regional, and science con-
tain the most sites from the .gov domain. We expect therefore
that also most topics will be categorized into the categories
health, regional, and science.

Models

Throughout this article, we use the language modeling
approach for retrieval, feedback, query categorization, and
other tasks. For an introduction of the language modelling
approach, we refer to (Zhai, 2008). In this section, we explain
how we use language models for query categorization to gen-
erate a list of suggested categories, and we describe the model
we use to incorporate topical and relevance feedback in our
retrieval model.

Query Categorization

In this section, we discuss three methods to generate a list
of suggested categories for a query to display to the user. The
first method we use to categorize the query is the simplest.

1. Title match: Match query words with the label of the DMOZ
category.

When all query words are present in the category label,
this category is assigned to the query. The label of the

category consists of the whole path of categories in the hier-
archy, e.g., “Regional: Europe: Netherlands: North Holland:
Amsterdam.” Not all words from this label have to be present
in the query, e.g., the queries “Amsterdam” and “Amsterdam
Netherlands” are matches to the given example category.
When a category matches all query words, all its descendants
automatically also match all query words, we then only assign
the highest level matching category to the query, e.g., if the
query is “Netherlands,” only the category “Regional: Europe:
Netherlands” is assigned to the query. Both the query words
and the category labels are stemmed using a Porter stemmer
(Porter, 1997).

The next two categorization methods use topic models of
the DMOZ categories to generate a list of suggested cate-
gories. Categories are assigned to each query by using either
the query title, or the top 10 retrieved documents. We first
create topic models of the DMOZ categories. We start by
crawling the sites from each category and of all its available
direct sub categories. All HTML markup is stripped from
the sites, since we are only interested in the textual content.
Stopwords are removed according to a standard stopword
list. Stemming is not applied. If at least 10 sites are found,
a parsimonious language model of the category is created.
A parsimonious language model concentrates the probability
mass on fewer terms than a standard language model. Instead
of blindly modeling language use in a (relevant) document,
it models what language use distinguishes a document from
other documents (Hiemstra, Robertson, & Zaragoza, 2004).
For the parsimonious model, we have to set the parameters α

and the threshold parameter. We set the threshold parameter
at 0.0001, i.e., words that occur with a probability less than
0.0001 are removed from the index. We set α = 0.1 for the
parsimonious model, based on initial experiments with a part
of the test collection.
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We create a topic model for a category from the concate-
nation of all textual content of the websites belonging to the
category. The web sites used to create the topic model include
the sites of the category as well as the sites in all its subcat-
egories. To produce the list of suggestions, we focus on a
part of the DMOZ directory in order to reduce complexity.
That is, we use the categories from the first four levels of
DMOZ, which comprise around 30,000 categories. Since we
have crawled only the upper four levels of the DMOZ direc-
tory, we can create topic models up until the third level of the
hierarchy using also the subcategories. The topic models on
the fourth level are created using only the links on that level.

After the creation of the topic models for the categories, we
can start assigning categories to queries as follows. Our sec-
ond method for query categorization is based on classifying
documents.

2. Top ranking documents similarity: We use the top 10 results
of a baseline model run, and select categories whose topic
model is most similar to these documents.

The documents are classified into a category as follows.
First, the documents are scored on DMOZ top-level cate-
gories by scoring each of the top-level topic models on the
documents:

P(TM|Dtop) =
∑

d∈Dtop

∏

t∈d

((1 − λ)P(t|TM) + λP(t|C))

where TM is a topic model, d is a document, Dtop is the set
of top retrieved documents, t is a term, and C is the back-
ground collection. The topic models are ranked by their
probabilities and saved. The documents are then classified
into the second-level categories. Similarly, the documents are
classified into the third- and fourth-level categories, but for
computational efficiency here only subcategories from the 20
highest ranked categories are used. When the topic models
up to the fourth level have been estimated, all topic models
are ranked according to their probabilities, where the highest
ranked topic model is the most probable category associated
with the query.

Our last method directly classifies the query.

3. Query similarity: We classify the query, that is the short
topic statement in the title field Q, by selecting categories
whose topic model is most similar to the query.

In this case, the top-level topic models are scored on the
query.

P(TM|Q) =
∏

t∈Q

((1 − λ)P(t|TM) + λP(t|C))

Again the topic models are ranked by their probabilities, and
the process continues down the category hierarchy in the same
way as the top 10 result classification.

To produce a list of suggestions for a topic, we merge
the top 10 ranked categories from the three categorization
methods. The list of suggestions is shorter than 30 categories,
because some of the categories will be in the top 10 of more

than one query categorization method, and the title match is
not likely to generate more than one matching category.

Retrieval

For retrieval, we use the language modeling approach. We
extend a baseline retrieval model to incorporate topical as
well as relevance feedback.

Baseline retrieval model. Our baseline retrieval model is a
standard language model. For retrieval we make use of Indri
(Strohman, Metzler, Turtle, & Croft, 2005), an open-source
search engine, which incorporates the language modeling
approach. The baseline model uses Jelinek-Mercer smooth-
ing to smooth the probability of a query term occurring in a
document with the probability of the query term occurring in
the background corpus as follows:

P(Q|D) =
∏

t∈Q

(1 − λ)P(t|D) + λP(t|C)

where Q is the query, D the document, and C the background
collection.

The standard value of the smoothing parameter λ in the
language model is 0.85. From the TREC Terabyte tracks,
however, it is known that the .GOV2 collection requires little
smoothing, i.e., a value of 0.1 for λ gives the best results
(Kamps, 2006).

Topical feedback. To retrieve documents using topical feed-
back, the input is not only a query Q, but also a topic model
TM of a category assigned to the query. The topic model for a
category is created as described in the section Query Catego-
rization. To produce a ranking, a mixture of the query model
and the topic model is calculated as follows:

P(Q, TM|D) = (1 − β)P(Q|D) + βP(TM|D)

β determines the weight of the topic model. P(TM|D) is
estimated similar to P(Q|D) as described before:

P(TM|D) =
∏

t∈TM

((1 − λ)P(t|D) + λP(t|C))

For efficiency reasons, we rerank the top 1,000 results
retrieved by the baseline retrieval model. To estimate P(t|D),
we use a parsimonious model with the same parameter set-
tings as used for the query categorization in the previous
section.

Weighted topic query expansion. A general problem of feed-
back approaches is that they work very well for some queries,
and that they degrade the results for other queries. In our
experiments, we analyze the performance of all approaches
on individual queries. To tackle this problem, we experiment
with an alternative query expansion method, we call weighted
topic query expansion. This method reweighs the original
query terms according to the inverse fraction of query terms
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that occur in the category title. If the query terms are equal
to the category title, this topic model is a good match for
the query, hence, the weight of the topic model terms can be
high. On the other hand, if none of the query terms occur
in the category title, it is unlikely that the topical feedback
will contribute to retrieval performance, hence, the weight
of the topical feedback is lowered. The original weights of
the query words are 1/|Q|, the adjusted weights of the query
terms are 1/(|Q|∗fraction of query terms in category title). A
fraction of 1/5 is used when none of the query terms occur in
the category title. Since we do not want to divide by zero, and
the large majority of queries consists of less than five query
terms, this is an approximate lower bound on the range of
fractions.

Relevance feedback. Besides topical feedback, we also
apply the more standard relevance feedback, instead of a topic
model of a category, a model of (pseudo)relevant documents
to the query is used. Relevance feedback is applied using
an adaptation of the relevance model of Lavrenko and Croft
(2001). Their relevance model provides a formal method to
determine the probability P(w|R) of observing a word w in
the documents relevant to a particular query. The method
is a query expansion technique where the original query
is completely replaced with a distribution over the entire
vocabulary of the relevant feedback documents. Instead of
completely replacing the original query, we include the orig-
inal query with a weight Worig in the expanded query. Our
relevance feedback approach only uses positive relevance
feedback. The approach is similar to the implementation of
pseudo-relevance feedback in Indri, and takes the following
steps:

1. P(t|R) is estimated using the given relevant documents
either using maximum likelihood estimation, or using a
parsimonious model.

2. Terms P(t|R) are sorted. All terms in the parsimonious
model are kept, but in case of MLE only the 50 top-ranked
terms are kept.

3. In the original baseline query Qorig, each query term gets
an equal weight of 1/|Q|. The relevance feedback part,
QR, of the expanded query is constructed as:

#weight(P(ti|R) ti . . . P(tn|R) tn)

4. The fully expanded Indri query is now constructed as:

#weight(Worig Qorig (1 − Worig) QR)

5. Documents are retrieved based on the expanded query.

Adjusting the query is a simple and efficient way to imple-
ment parsimonious relevance feedback. When MLE is used
to estimate P(t|R), our feedback approach is equal to the
feedback approach implemented in Indri. When pseudo-
relevance feedback, also known as blind relevance feedback,
is applied, we use the top 10 documents of the initial ranking
for feedback.

Categorizing Queries

In this section, we describe the user study we conducted
to let the participants assign topic categories to query topics.

User Study Setup

The user study is designed as follows. Participants first
read an instruction, and do a training task. Before starting the
actual tasks, participants fill out a pre-experiment question-
naire that consists of some demographic questions. The main
part of the study consists of 15 tasks. Each task corresponds
to one query like the example query shown in Figure 1. No
specific knowledge is needed to understand the queries.

The queries in the user study are taken from the three
TREC Terabyte tracks 2004, 2005, and 2006 (.GOV2 collec-
tion of 25 M documents) (TREC, 2011). Queries from topics
801–850 are categorized and evaluated by two to four par-
ticipants, all other queries are covered by one participant. In
total 135 out of the 150 Terabyte queries are covered. The
order and the selection of queries are randomized.

At the beginning of each task the query, consisting of query
title, description, and narrative, is given. Each task is then
divided into four subtasks:

1. Pre-task questions
2. The evaluation of a list of suggested categories.

In subtask 2 the participant evaluates a list of suggested
categories. The list of suggestions is composed of the
categories resulting from the three query categorization
methods described in the section Query Categorization.
For each suggestion the participant evaluates how rele-
vant the category is to the query by answering the question:
“For each suggested category evaluate how relevant it is
to the query”. The four options are: “Not at all”, “Rel-
evant, but too broad”, “Relevant, but too specific”, and
“Excellent”. We do not define the define the concepts of
relevancy, but leave the interpretation to the user.

3. Search or browse on the DMOZ site to find the best
category.

In subtask 3 the participant is free to select a category
from the DMOZ site that he or she thinks applies best
to the query. Categories can be found by browsing the
DMOZ site or by using the search function on the DMOZ
site. Besides the category label the participants can use
the information available on the DMOZ pages to deter-
mine the relevancy of the category such as a description
of the category, the sites belonging to the category, related
categories, and subcategories. If the participant finds more
than one category that applies best to the query, there is
a possibility to add a second DMOZ category. Also in
this subtask the participant evaluates the relevance of the
selected category to the query.

4. Post-task questions.

In the second and third task, some questions are also asked
on how easy the task was, and how confident the participants
are about their categorization. After the 15 tasks each partic-
ipant fills out a post-experiment questionnaire that consists
of questions on how they experienced and liked the different
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TABLE 2. Coverage of queries.

Not available Not relevant (%) Too broad (%) Excellent (%) Too specific (%)

Free search — 1.5 9.0 54.1 35.3

Categorization Method
Title match 89.6% 0.0 0.0 8.9 1.5
Top docs sim. 0.0% 11.1 60.7 12.6 15.6
Query sim. 0.0% 14.1 45.2 25.2 15.6
All suggestions 0.0% 1.5 45.2 35.6 17.8

TABLE 3. Evaluations of list of suggested categories.

Categorization method Not relevant (%) Too broad (%) Too specific (%) Excellent (%)

Title match 17.9 17.9 21.4 42.9
Top docs sim. 77.2 19.8 1.9 1.1
Query sim. 78.7 15.8 3.6 2.0
All suggestions 80.1 15.8 2.6 1.6

tasks.At each stage of the user study, there are open questions
for comments of any kind.

We do not rotate subtask 2 and 3 because our goal is to
obtain good human feedback. Seeing the list of suggestions
first means that there is a learning effect which can improve
the quality of the categories selected in the free search.

The online user study records all answers, and also the
time it takes for participants to do the different tasks. The
open text answers, i.e., copying the URL from the DMOZ
site, are manually preprocessed before the analysis to ensure
that they are all in the same format.

User Study Results

In this section, we discuss and analyze the results of the
user study.

Demographics. The user study has been filled out by 14
participants, of which nine are male and five female. Two
participants participated twice in the user study; hence, they
did 30 instead of 15 queries. The majority of the partici-
pants are studying or working within the field of information
retrieval. The average age is 31 years. Half of them are famil-
iar with the DMOZ directory, and three quarters of them are
familiar with the subject of topic categorization. All of them
are near-native speakers of English.

Query categorization statistics. We first look at the ques-
tion: does an appropriate DMOZ category exist for the
queries?

In Table 2, we present the coverage of the queries. To
determine the coverage of a query for the query categoriza-
tion methods, we take only the best evaluation per query, e.g.,
if one category from the list of suggested categories is evalu-
ated as “Excellent” by a participant in the study, the query is
counted as an excellent match. This percentage is therefore
an upper bound on the coverage of the queries. When free

search is used, only for 1.5% of the queries is no relevant cat-
egory found. For more than half of the queries (54.1%), an
excellent matching category is found. In the retrieval exper-
iments described in the next section, we check whether the
categories perceived as excellent by the participants are also
excellent in terms of system performance.

When the list of suggestions is used, only for 1.5% of the
queries is no relevant DMOZ category found. When the cate-
gory is relevant, it is usually too broad (45.2% of the topics).
Still, for 35.6% of the queries an excellent matching category
is found. The query similarity categorizations provide better
suggestions than the categorizations based on top-ranking
documents similarity. Using the query leads to more focused
categorizations, whereas using the top-ranking documents
results in some topic drift leading to more “Too broad” eval-
uations. Using the title match method does not lead to any
suggested categories for 110 out of the 135 queries (81.5%),
but when a category is found, this is an excellent category in
the majority of the cases.

Besides looking at the best evaluation per query, we look
at all evaluations of suggested categories in Table 3. In this
table, we take into account each evaluation from all partic-
ipants in the user study. Keep in mind that the title match
categorization method only provides a small number of sug-
gested categories. We see here that the large majority (80%)
of categories on the list of suggested categories are not rel-
evant. Only 1.6% of all suggested categories is evaluated as
excellent. Fortunately, these excellent categories are spread
over a large number of queries, that is, we saw in Table 2 that
an excellent category is found for 35.6% of the queries.

Next, we look at the question: what is the level in the
DMOZ hierarchy where the most suitable DMOZ categories
reside? With free search the participants can select a category
on any level of the DMOZ directory. Figure 3 shows the dis-
tribution of categories over the level of the DMOZ hierarchy.
We see that the deepest level chosen is 11, the median level
is 5. Levels 1 and 2, which are often used in systems to reduce
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FIG. 3. Levels of DMOZ categories selected by free search. [Color fig-
ure can be viewed in the online issue, which is available at wileyonline
library.com.]

TABLE 4. Free search versus suggestions list results.

Free Search Suggestions

Avg. Post exp. Avg. Post exp.

Time in min. 2.0 1.3
Speed 3.5 3.5
Confident 3.5 3.4 3.5 3.4
Easy 3.0 3.2 3.2 3.5

the complexity, are hardly ever selected. Our query catego-
rization methods based on similarity of the documents in the
category and either the query or the top-ranked documents
generate categories up to level 4 in the hierarchy, thereby still
missing out of a large number of relevant categories.

Participants preferences. We now turn to compare the pref-
erences of the participants of the two ways of eliciting explicit
category feedback: either by evaluating a list of suggestions,
or by freely searching the DMOZ hierarchy.

Table 4 compares free search with the evaluation of
the suggestions on different variables. Variables “Quick” (I
directly found the selected category(ies), and did not browse
in several categories), “Confident” (I am confident I selected
the best possible category(ies)), and “Easy” (It was easy to
select categories) are measured on a Likert-scale from 1–5,
where 1 means “Strongly Disagree” and 5 means “Strongly
Agree”. Averages are calculated over all participants and all
queries. The post experiment numbers in the second and
fourth column are averages over all participants on answers
in the post-experiment questionnaire.

When comparing free search with the evaluation of sug-
gested categories, we have to consider a bias that occurs
because the participants evaluate the list of suggested cat-
egories first and then do the free search. In close to 50%
of the cases, the participants say that the list of suggestions
helped them to select a category from the DMOZ site using
free search. In 55% of the cases, the participants think that the
category they selected freely from the DMOZ site is better
than all the suggestions in the list.

How easy and how efficient are both methods of eliciting
explicit topical context? The average time spent per query
for the free search is significantly higher than the average
time spent for the evaluation of the suggested categories
(2.0 and 1.3 min, respectively). The participants however
perceive both methods to be quick. The confidence in their
classifications is the same on average, and in the final evalu-
ation for both methods. The participants find the evaluation
of the list of suggested categories slightly easier than the
free search.

When asked which method the participants prefer, the
replies are mixed. Three participants prefer free search, four
participants prefer evaluation of a list of suggested categories,
and seven participants prefer to look at a list of suggested
categories, and then search freely on the DMOZ site.

Agreement between participants. We now look at the agree-
ment between different participants categorizing the same
query. Although it is shown that people do not agree much on
tasks like this (Furnas, Landauer, Gomez, & Dumais, 1987;
Saracevic & Kantor, 1988), we can still assume that the eas-
ier the task, the higher the agreement between participants
will be. In addition, agreement should not be considered
as an indication of the quality of the category assignment.
We calculate pairwise agreement between participants. Strict
agreement means that there is agreement on the relevant cat-
egories, and on the degree of relevance (“Relevant, but too
broad,” “Relevant, but too specific,” and “Excellent”). Weak
agreement means that there is agreement on the relevant cat-
egories, but the degree of relevance is not taken into account.
Categories that are evaluated as not relevant by all participants
are not included.

For the list of suggested categories, two types of agree-
ments are calculated. “All evaluations” calculates agreement
for each category on the suggestions list when at least one par-
ticipant considers the category relevant. “Best match” only
calculates agreement for the category of the list of suggested
categories with the best agreement, i.e., there is an overlap
between the categories evaluated as relevant for a query by
two participants. Similarly, when free search is used, and two
categories are selected, only the best matching categories are
used to calculate agreement. For the majority of cases, partic-
ipants select only one category in the free search; therefore,
we omit the calculation of all evaluations of the free search.
The results are presented in Table 5.

Strict agreement for all evaluations of the list of suggested
categories is low (0.14), and is comparable to strict agree-
ment for the best matching categories selected using free
search, which has an agreement of 0.15. Agreement on the
best matching categories from the list of suggested categories
is high, i.e., a strict agreement of 0.61. This means that for
most queries, the participants agree on at least one relevant
category. This relevant category will be used in our retrieval
experiments that follow. Categories selected by free search
receive somewhat higher weak agreement than all evaluations
of the list of suggested categories, 0.20 and 0.34, respectively.

10 JOURNAL OF THE AMERICAN SOCIETY FOR INFORMATION SCIENCE AND TECHNOLOGY
DOI: 10.1002/asi



ASI21563.tex 20/5/2011 11: 58 Page 11

TABLE 5. Strict and weak agreement between participants over all relevant
judgments, and over best matching relevant judgements.

# Queries Strict agr. Weak agr.

All evaluations
Title match 6 0.69 0.89
Top docs sim. 49 0.14 0.18
Query sim. 44 0.12 0.22
List of suggested categories 50 0.14 0.20

Best match
List of suggested categories 50 0.61 0.75
Free search 50 0.15 0.34

TABLE 6. Weak agreement on different levels between participants over
best matching relevant judgements.

List of suggested categories Free search

# Queries Weak agr. # Queries Weak agr.

Level 1 50 0.75 50 0.74
Level 2 50 0.73 50 0.64
Level 3 48 0.67 50 0.58
Level 4 37 0.48 50 0.50
Complete 50 0.75 50 0.34

What is the difference in agreement over the different cat-
egory suggestion methods? From the three methods used
to produce categories for the list of suggestions, the query
title match produces the categories that best cover the query,
and that receives the most agreement. The drawback of
this method is that only for a small percentage of queries
(10.4%), there is an exact match with a DMOZ category label.
Expanding this method to include nearly exact matches could
be beneficial. Differences between the top docs similarity
method and the query similarity method are small.

We also calculate agreement over best-matching cate-
gories on different levels, e.g., agreement on level 1 means
that the categories have the same top-level category. The
results are presented in Table 6. The “Complete” row gives
agreement on the complete categories.

A problem in DMOZ is that category names are ambigu-
ous when the full path in the category hierarchy is not taken
into account. For example, in DMOZ there are four fruit cate-
gories in different places in the directory: (“Shopping: Home
and Garden: Plants: Fruit,” “Home: Gardening: Plants: Fruit,”
“Science: Agriculture: Horticulture: Fruits,” and “Shopping:
Food: Produce: Fruit”).

On the positive side, every chosen category in the DMOZ
hierarchy is subcategory of a whole path up to the root node.
Hence, different categories may still share the same top-
level categories. What is the agreement over the levels of
the DMOZ hierarchy? We look here at the best-matching rel-
evant category only. For the free search, agreement on levels
1–4 of the DMOZ directory is much higher, from an agree-
ment of 0.74 on the first level, to an agreement of 0.50 on
the fourth level. For the list selection, the agreement for the

best-matching relevant category is very similar with 0.75 at
the top-level, and 0.48 at level 4.

Discussion

We conducted this user study to answer our first research
question: How well can users categorize queries into DMOZ
categories? We conclude that the DMOZ directory can be
considered suitable to categorize queries into categories.
Using either free search or the suggestions list for 98.5%
of the queries, a relevant DMOZ category is found. This
category can however be too broad or too specific. When par-
ticipants evaluate categories from a list of suggestions, only
19.9% of the categories is evaluated to be relevant. The rele-
vant categories are usually too broad. For many queries, the
categories till level 4 of the DMOZ category are not specific
enough to categorize queries appropriately, because when we
look at the categories selected by the free search, in 61% of
the cases, the selected category is at level 5 or deeper.

Considering the method used to elicit the topical context,
there is no clear preference from the participants’ point of
view. In our setup, there is however a difference in the qual-
ity of the query categorization. The list of suggestions only
retrieves categories until level 4, thereby excluding a large
part of the DMOZ directory. When free search is used, most
often a category on level 5 is selected. Extending the auto-
matic categorization to produce suggestions to the fifth or
a even deeper level thus has clear potential to improve the
quality of the list of suggested categories. The participants
in our user study now consider the evaluation of the sug-
gested categories as easier, and faster. It would be interesting
to see whether these advantages still hold when deeper level
categories are also shown in the suggested categories list.

Looking at the different methods of automatic query cat-
egorization, the title match of the query words with DMOZ
category labels produces high-quality suggestions, but not for
many queries. Using a less stringent title match, where not all
query words have to occur in the category title, could provide
us with more possible relevant categories. The categories pro-
duced by the classification of the query differ substantially
from the categories produced by the classification of the top
10 documents. Differences in the agreement and the cover-
age of queries are however still small. To make the list of
suggestions, classification of the query, the top 10 retrieved
documents, and the query title match can all produce different
useful suggestions. We do not have to choose between these
methods, since users can easily review the list of suggestions
and make decisions on relevance.

What is the agreement on the relevance of DMOZ cate-
gories between different participants? Considering that the
participants can choose from 590,000 categories, the weak
agreement of 0.34 for the free search is quite good. For the
list-based suggestions, the weak agreement over all cate-
gories deemed relevant by any of the participants is 0.20.
A problem with the evaluation of the list of suggested cate-
gories is that some participants tend to select only one or two
categories, whereas other participants evaluate substantially
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more categories as relevant, but too broad, leading to a lot of
disagreement. That is, if we consider only the best-matching
category assigned by both judges, the weak agreement is as
high as 0.75.

Since best-matching categories can be deeply nested in
DMOZ, getting the initial levels of these categories right can
be very important. That is, each category also represents all
their ancestors’ categories in the DMOZ’s hierarchy. Agree-
ment on levels 1–4 of the directory is much better hence,
at least participants start out on the same path to a category.
Finally, they may select different categories at different levels
of granularity. Overall, free search results in the best and most
specific categories, considering agreement and coverage of
the query. However, the categories in the list of suggested cat-
egories can still be improved by including more of the DMOZ
hierarchy. From the participants point of view, there is no
agreement on a preference for one of the methods. Hence, a
good option will be to use a combination of both methods so
that users can decide for themselves per query how they want
to select a category.

Summarizing, from our user study we can conclude that
for nearly all queries a relevant DMOZ category can be
found. Categories selected in the free search are more spe-
cific than the categories from the list of suggestions. For the
participants, there are no large differences between select-
ing categories from a list of suggestions and the free search
considering speed, confidence, difficulty, and personal pref-
erence. Agreement between participants is moderate, but
increases considerably when we look only at the top-level
categories.

Retrieval using Topical Feedback

In this section, we report on our experiments that exploit
the topical context as retrieved from our user study.

Experimental Setup

To test our topical feedback approach, we use Terabyte
topics 800–850 that have been classified by at least two par-
ticipants in our user study.All parameters for the topic models
are the same as used in the user study. Only for retrieval, we
do use a Porter stemmer, because our initial results indicate
that stemming leads to better results. In some of our exper-
iments, we also use a document length prior to favor longer
documents. For parameter β, we try values from 0 to 1 with
steps of 0.1. For computational efficiency, we rerank results.
The run we are reranking is created by using a standard lan-
guage model, with Jelinek-Mercer smoothing (λ = 0.9). We
rerank the top 1,000 results.

From our user study, we extract query classifications on
three levels. The deepest level topic models are based on
the categories selected most frequently in the free search,
hence, on any level in the directory (Free Search). The mid-
dle level consists of the categories selected most frequently
from the suggested categories of levels 1–4 of the direc-
tory (Suggestions). We add a third classification on the top

TABLE 7. Retrieval results using topical context.

Topical Context β MAP P10

Baseline 0.0 0.2932 0.5540
Top level 1.0 0.0928• 0.1000•
Suggestions 1.0 0.1388• 0.2160•
Free search 1.0 0.2179• 0.3640•
Top level 0.7 0.2937 0.5700
Suggestions 0.6 0.2984 0.5720
Free search 0.6 0.3238• 0.6140•

Note. Significance of increase or decrease over baseline according to
t-test, one-tailed, at significance levels 0.05(◦), 0.01(•), and 0.001(•).

level, where one of the 13 top-level categories is picked.
For the top-level category, we use the top category that
occurs most frequently in the list of suggested categories (Top
Level). When there is a tie between categories, we decide
randomly.

We want to know whether applying topical feedback can
improve the results obtained with relevance feedback. We
therefore compare the results of topical feedback with rele-
vance feedback results, and combine topical feedback with
relevance feedback to see if that leads to additional improve-
ments. To compare topical feedback with relevance feedback,
we use odd-numbered topics 800–850 from the terabyte track,
which have been used as training data in the TREC relevance
feedback track. Besides the standard topic query expansion
(Topic QE), we also give the results of the weighted topic
query expansion (W. Topic QE). To create a parsimonious
topic model, we use a λ of 0.01, and a threshold of 0.001.
When blind feedback is used, the top 50 terms from the top
10 documents are used. We also experiment with applying a
document length prior.

Experimental Results

In this section, we describe our experimental results, which
are split into two parts; first, we discuss the influence of the
query categorization and second, the relation between topical
feedback and relevance feedback.

Influence of query categorization. Table 7 shows the
retrieval results. The baseline run does not use topical con-
text. First, we look at how well the topical context captures
the information need of the queries. As expected, when only
the topical context is used (β = 1.0), the results are signif-
icantly worse than the baseline. The free search categories
still perform quite reasonably, showing that the DMOZ cat-
egories can capture the information request at hand to some
degree. Second, we look at combining the baseline run with
the topical context. In the table, only the best runs are shown.
We show MAP and P10 over different values of β in Figures
4 and 5. The results start degrading only at a high value of
β at around 0.8 or 0.9, suggesting that the topical context is
quite robust. There is however no clear optimal value for β,
which leads to best MAP and P10 results.
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FIG. 4. Topical context: MAP. [Color figure can be viewed in the online
issue, which is available at wileyonlinelibrary.com.]

FIG. 5. Topical context: P10. [Color figure can be viewed in the online
issue, which is available at wileyonlinelibrary.com.]

Topical context using the top-level categories or the sug-
gested categories only leads to small, not significant improve-
ments in early precision. We see that the topical context on the
deepest level retrieved using free search in the DMOZ direc-
tory leads to the best results with significant improvements
over the baseline where no topical context is used. There is no
difference in the performance between categories evaluated
as excellent by the participants and categories evaluated as
relevant, but too broad or too specific.

Topical context in the form of a DMOZ category sig-
nificantly improves the retrieval results when the DMOZ
categories are selected using free search allowing categories
at any level of the directory to be selected. It is difficult to
compare our results to previous work, since the test collec-
tion is different. Similar to previous work (Bai et al., 2007;
Ravindran & Gauch, 2004; Wei & Croft, 2007), we achieve
significant improvements in average precision.

Topical feedback versus relevance feedback. We conduct
experiments to get a better idea about the value of topical
feedback compared with (blind) relevance feedback. First
of all, we look at the relation between topical feedback and
blind relevance feedback. The results of runs with and with-
out topical as well as blind relevance feedback can be found

TABLE 8. Results of topical and blind relevance feedback.

Topical FB Relevance FB Prior MAP P10

None No No 0.2902 0.5680
None Yes No 0.3267 0.6120
Topic No No 0.2694 0.5560
Topic No Yes 0.2789 0.5160
Topic Yes No 0.3069 0.5760
W. Topic No Yes 0.3023 0.5560
W. Topic Yes Yes 0.3339 0.6360

FIG. 6. MAP improvement correlations. [Color figure can be viewed in
the online issue, which is available at wileyonlinelibrary.com.]

in Table 8. In the first column, the type of topical feedback
is given, in the second column is shown whether additional
blind relevance feedback is also applied. On average the top-
ical feedback only leads to a small improvement of MAP
over the baseline without blind relevance feedback. Apply-
ing only blind relevance feedback (second row in the table)
leads to better results than applying only topical feedback
(third row in the table). In the run Weighted Topic QE, we
reweigh the original query terms according to the inverse
fraction of query terms that occur in the category title, i.e., if
half of the query terms occur in the category title, we double
the original query weights. These runs lead to better results
and to small improvements over blind relevance feedback,
but they are not significant on our set of 25 queries.

The weighted topic query expansion works because there
is a weak (non-significant) correlation between improvement
in MAP when topic query expansion is used, and the fraction
of query terms in either the category title, or the top-ranked
terms of the topic language model, as can be seen in Figure 6.
Applying a document length prior does not lead to consistent
improvements or declines in retrieval performances. In the
results table, we show the runs that gave the best results.

Furthermore, it is interesting to see that the topical
feedback and blind relevance feedback are complementary.
When blind relevance feedback is applied in combination
with topical feedback, this leads to additional performance
improvements.

Besides blind relevance feedback, we also consider
explicit relevance feedback, where one or more document
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TABLE 9. Number of queries for which a feedback method gives the best
results.

Model Baseline Relevance FB Topical FB

Blind Relevance FB No Yes No Yes No Yes

# Queries with best MAP 1 5 3 8 6 2
# Queries with best P10 4 7 9 12 4 10

is marked as relevant by the users. It is difficult however to
make a fair comparison between topical feedback and explicit
relevance feedback because of the evaluation. If the given
relevant documents for relevance feedback are included in
the ranking that is evaluated, it gives an unfair advantage
to the relevance feedback approach. But if the given relevant
documents are excluded from the ranking to be evaluated,
it gives an unfair disadvantage compared with topical feed-
back. To compare explicit relevance feedback with topical
feedback, we will therefore not look at the average retrieval
scores, but look at it per query. As explicit relevance feed-
back we use one relevant document, which is provided in the
relevance feedback track.

To compare the results of implicit and explicit relevance
feedback and topical feedback, we look at which type of feed-
back gives the best results on our test set of 25 queries. Again
we also consider the option to apply blind relevance feedback
in combination with the other feedback methods. As can be
seen in Table 9, each of the retrieval techniques works best
for some of the queries. In case multiple retrieval techniques
have the same best P10, they are all counted as best.Although
additional blind feedback leads to significant improvements
on average, there is a considerable number of queries where
applying blind feedback leads to lower values of MAP and
P10. It is hard to predict which kind of feedback will work best
on a particular query. If we would be able to perfectly predict
which feedback should be used, MAP would be 0.3917—an
improvement of 42.3% over the baseline.This almost dou-
bles the improvement that is achieved with the best single
feedback technique.

We do find indicators to predict whether the topical feed-
back technique will improve over the baseline results or not.
It turns out the user provided factors “confidence” and the
“fit of the category” (based on the user study) do not have a
strong correlation to performance improvement. The factors
“fraction of query terms in category title” and “fraction of
query terms in top-ranked terms” do have a weak correlation
with performance improvements, as we have seen before.
When the weight of the feedback is adjusted according to
the query terms in the category title or the top-ranked terms,
we see an improvement in the results. For pseudo-relevance
feedback and explicit feedback, there is no such correlation
between the fraction of query terms in top-ranked terms of the
feedback model and the performance improvement. Since
the feedback is based on top-ranked documents, the query
terms always occur frequently in these documents.

There is also a positive side to the fact that the fit of
the category does not correlate much with performance
improvement. Sometimes categories that are clearly broader
than the query lead to improvements. The queries “hand-
writing recognition” and “Hidden Markov Model HMM”
both improve considerably when the topical model of cate-
gory “Computers–Artificial Intelligence–Machine Learning”
is applied. Hence, it seems that categories on more general
levels than specific queries are useful and one topical model
can be beneficial to multiple queries.

Summarizing, topical feedback can lead to significant
improvements in retrieval performance when categories
selected through free search in the DMOZ directory are used.
High-level categories do not help to improve retrieval perfor-
mance on average. The results of applying feedback vary per
query, but in most cases topical feedback is complementary
to blind relevance feedback.

Conclusion

In this article, we investigated methods to extract and use
topical context using the DMOZ directory as our category
hierarchy. We defined three research questions, the first one
being: How well can users categorize queries into DMOZ
categories? We conclude that the DMOZ directory is a good
option to use as a source of categories, since for the vast
majority of queries at least one relevant category is found.
Two methods to elicit topical context are compared, free
search on the DMOZ site to select the best category, and
evaluation of a list of suggested categories. To create the list
of suggestions, a combination of classification of query, top
10 retrieved documents, and a query title match is used. Free
search leads to more specific categories than the list of sug-
gestions. A problem in DMOZ is that category names are
ambiguous when the full path in the category hierarchy is
not taken into account. Different participants show moderate
agreement between their individual judgments, but broadly
agree on the initial levels of the chosen categories. Free search
is most effective when agreement and coverage of queries is
considered.According to the participants none of the methods
is clearly better.

Second, we examined the question: How can we use
topical feedback to improve retrieval results? Our experi-
mental results show that topical feedback can indeed be used
to improve retrieval results, but the DMOZ categories need to
be quite specific for any significant improvements. Top-level
categories, and the suggested categories from our list that go
up to the fourth level, do not provide enough information to
improve average precision. These categories could however
be useful to cluster search results.

Our third research question: Does topical feedback
improve retrieval results obtained using standard rele-
vance feedback? A common and effective way to improve
retrieval effectiveness is to use (blind) relevance feedback.
On our dataset we find that combining topical context
and blind relevance feedback on average leads to better
results than applying either of them separately. Looking at a
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query-by-query basis, we see that there is a large variance in
which type of feedback works best. Topical feedback regu-
larly outperforms explicit relevance feedback based on one
relevant document and vice versa. For other queries using
any type of feedback, only degrades the results. Hence, while
topical context alone might not outperform (blind) relevance
feedback on average, applying topical feedback does lead
to considerable improvements for some queries. Finally, our
main research question: How can we explicitly extract and
exploit topical context from the DMOZ directory? From our
experiments with the DMOZ directory, we can conclude that
DMOZ is a good resource to use to interact with users on the
topical categories applicable to their query. The large size
of the directory means that specific categories applicable
to queries can be found. The average improvements in the
performance of topical feedback are small and not always
significant in our experiments. While for some queries using
topical context from the DMOZ directory greatly improves
the retrieval results, it is probably not worth the effort to apply
it blindly to each and every query. Besides using topical con-
text to improve retrieval results, topical context can be used
for suggestion of topically related query terms, or to cluster
results into subtopics.

We can conclude that DMOZ is a good resource to use
for topical feedback, but we do not know whether it is better
than using the Yahoo! directory, or the category hierarchy
from Wikipedia. The methods described in this article can
be applied to any category hierarchy containing documents.
Further experiments can be conducted to determine which
category hierarchy is most appropriate for topical feedback.
Especially as Wikipedia is growing at a fast pace and has a
large user base, it is an interesting alternative.

In this study, we have made some adjustments to our
methods to improve efficiency, i.e., we rerank 1,000 results
in the feedback algorithms, our query categorization meth-
ods expand only the top 20 subcategories of each category,
and only classify categories up to level 4 in the category
hierarchy. Reranking results have limited influence on early
precision, it is not likely that documents below rank 1,000 in
the initial ranking end up in the top 10 by applying feedback.
Some improvements in average precision might occur when
more documents are considered for feedback. Expanding 20
subcategories of each category during query categorization
covers a large part of all categories in the hierarchy, and there-
fore we do not expect including the small number of most
likely irrelevant categories will not lead to any improvements.
Classifying only up to level 4 categories is a big limitation for
the automatic query categorization, as we have seen that in
the free search the participants select categories below level
4 in more than half of the cases.

For future work, we would like to extend our query cate-
gorization methods to suggest categories from the complete
directory, and experiment with completely automatically
generated topical feedback. Furthermore, we would like to
experiment with using the documents in the directory directly
as search results, besides using the textual content of these
documents as a source for query expansion terms. While there

is little overlap with the documents in DMOZ and the .GOV2
collection, a new web collection has recently become avail-
able. The Clueweb (Carnegie Mellon University, Language
Technologies Institute, 2010) document collection contains
one billion web pages and will contain considerably more
DMOZ pages opening up new opportunities.
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