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ABSTRACT

Political texts are pervasive on the Web and access to this data is
crucial for government transparency and accountability to the pop-
ulation. However, access to such texts is notoriously hard due to
the ever increasing volume, complexity of the content and intri-
cate relations between these documents. Indexing documents with
a controlled vocabulary is a proven approach to facilitate access to
these special data sources. However, increasing production of the
political text makes human indexing very costly and error-prone.
Thus, technology-assisted indexing is needed which scale and can
automatically index any volume of texts.

There are different sources of evidence for the selection of ap-
propriate indexing terms for political documents, including vari-
ant document and descriptor term representations, the structure of
thesauri, if existing, and the set of annotated documents with the
descriptor terms assigned as training data.

The main goal of this research is to investigate the effectiveness
of different sources of evidence—such as the labeled training data,
textual glosses of descriptor terms, and the thesaurus structure—for
indexing political texts and combine these sources to have a better
performance. We break down our main goal into three concrete re-
search questions:

RQ1 How effective is a learning to rank approach integrating a
variety of sources of information as features?

RQ2 What is the relative importance of each of these sources of
information for indexing political text?

RQ3 Can we select a small number of features that approximate
the effectiveness of the large LTR system?

We make use of learning to rank (LTR) as a means to not only
take advantage of all sources of evidence effectively, but also anal-
yse the importance of each source. To do so, we consider each doc-
ument to be annotated as a query, and using all text associated with
a descriptor term as documents. We evaluate the performance of
the proposed LTR approach on the English version of JRC-Acquis
[3] and compare our results with JEX [4] which is one of the state
of the art systems developed for annotating political text.

1. EXPERIMENTS AND ANALYSIS

For our experiments, we have used English documents of last
five years (from 2002 to 2006) of JRC-Acquis dataset [3]. The
documents of this corpus have been manually labeled with EuroVoc
concepts [2].

To address RQ1, using a LTR approach for integrating all fea-
tures, we observe significantly better performance than previous
systems. Table 1 shows the evaluation results of the proposed method
compared to the baseline systems. Furthermore, we define features

Table 1: Performance of JEX, best single feature, LTR, and lean-and-mean system.
We report “incremental” improvement and significance (* indicates t-test, one-tailed,
p-value < 0.05)

Method P@5 (%Diff.) Recall@5 (%Dift.)
JEX 0.4353 0.4863
BM25-TITLES 0.4798 (10%)" 0.5064 (4%)"
LTR-ALL 0.5206 (9%)"* 0.5467 (8%)*
LTR-TTGP 0.5058 (-3%) 0.5301 (-3%)
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Figure 1: Feature importance: 1) P@5 of individual features, 2) weights in SVM-
Rank model

based on similarity of titles, texts, and descriptions between docu-
ments and descriptor terms as well as structural features, i.e. pop-
ularity, ambiguity, and generality, and then use LTR as a analytic
tool to address our second research question. The analysis of fea-
ture weights reveals the relative importance of various sources of
evidence, also gives insight in the underlying classification problem
(Figure 1). Finally, based on the analysis of feature importance, we
study RQ3. We suggest a lean-and-mean system using only four
features (text, title, descriptor glosses, descriptor term popularity)
which is able to perform at 97% of the large LTR model. The result
of the lean-and-mean system is also presented in Table 1.
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